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FOREWORD

Welcome to the second edition of SolarPower Europe’s Operation and Maintenance (O&M) Best Practices Guidelines.
Building on the successful first edition published in June 2016, the second version incorporates even more industry
experience, delivering a mature document and a forward-looking vision for the O&M market. 

europe is the continent with the largest and oldest fleet of solar PV plants, which made stakeholders realise that they needed
proper “health care” for the assets to meet performance expectations. today, o&m has become a standalone segment in the solar
value chain with many companies specialising exclusively in solar o&m. Yet according to a survey conducted by solarPower
europe, two out of three solar professionals say that there are ‘very large’ or ‘significant’ discrepancies between the quality of
services provided by different o&m contractors. Reasons mentioned by the respondents were increasing price pressure, lack of
standardisation and minimum requirements, poorly qualified and non-specialist staff and insufficient use of digital data analytics. 

to address these challenges, solarPower europe launched the o&m task Force in 2015, which, led by First solar, developed the
first edition of the industry-led o&m Best Practices Guidelines, published in June 2016. alectris took over the task Force’s leadership
in January 2017 with three core objectives: First, to further enhance the Best Practices Guidelines. second, to work on a global
o&m template contract under the Global solar energy standardisation initiative – jointly led by the terrawatt initiative (tWi) and
the international Renewable energy agency (iRena) and supported by solarPower europe and the Global solar Council. third, to
work on a dissemination strategy for the task Force’s results. the task Force is doing this with the involvement of more than 60
experts from more than 30 companies, including nearly 30 new experts and 15 companies who have joined the o&m task Force
since January 2017.

the present second edition of the o&m Best Practices Guidelines wishes to take the success of the first edition even further. the
new Guidelines incorporate extended industry experience and expert input, not only o&m service providers but also other related
stakeholders such as asset owners, asset managers and monitoring solutions providers, covering a significant share of the eu
o&m market. solarPower europe has also collaborated with other european task forces including the solar trade association’s
o&m working group who have made a specific contribution on Health & safety. over the course of the past twelve months, existing
chapters of the first version have been extensively discussed, enhanced and refined in the o&m task Force. this new edition features
a dedicated chapter on technical asset management and covers new topics such as cybersecurity. the chapter on ‘Key Performance
indicators’ (KPis) has adopted a new terminology to better differentiate between different types of KPis and contractual obligations.
the chapter on ‘Contractual Framework’ has been aligned with the global o&m template contract developed by solarPower
europe, together with iRena and terrawatt initiative, as part of the Global solar energy standardisation initiative. 

the new Version 2.0 of the o&m Best Practices Guidelines proposes a mature and forward-looking vision for the o&m market, and
solarPower europe will strive to bring best practices and standardisation even further for solar o&m. 

if you want to be part of this endeavour, join our o&m task Force!

enjoy reading this report!

Vassilis PaPaeConomou
managing Director, alectris
Chair of the solarPower europe 
o&m task Force

James Watson
Chief executive officer, solarPower europe
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Environment, Health & Safety

environmental problems are normally avoidable through proper plant
design and maintenance, but where issues do occur the o&m Contractor
must detect them and respond promptly. in many situations, solar plants
offer an opportunity to provide opportunities for agriculture and a valuable
natural habitat for plants and animals alongside the primary purpose of
generation of electricity. solar plants are electricity generating power
stations and have significant hazards present which can result in injury or
death. Risks should be reduced through proper hazard identification, careful
planning of works, briefing of procedures to be followed, documented and
regular inspection and maintenance. 

Personnel & training

it is important that all o&m personnel have the relevant qualifications to perform
the works in a safe, responsible and accountable manner. these Guidelines
contain a skills’ matrix template that helps to record skills and identify gaps.

Technical Asset Management

in many cases, the o&m Contractor assumes some technical asset
management tasks such as reporting on Key Performance indicators (KPis)
to the asset owner. However, in cases where the technical asset manager
and the o&m Contractor are separate entities, a close coordination and
information sharing between the two entities is indispensable. the periodic
reports sent to the asset owner should include information on raw data
measurements (such as energy produced), PV power plant KPis (such as
Performance Ratio or availability), o&m Contractor KPis (such as the
Response time), equipment KPis and incidents. technical asset
management also includes ensuring that the operation of the PV plant
complies with national and local regulations and contracts.

Power plant operation

operations is about remote monitoring, supervision and control of the PV
power plant. it also involves liaising with or coordination of maintenance
activities. a proper PV plant documentation management system is crucial
for operations. a list of documents that should be included in the as-built
documentation set accompanying the solar PV plant (such as PV modules’
datasheets), as well as a list of examples of input records that should be
included in the record control (such as alarms descriptions) can be found
in the annex of these Guidelines. Based on the data and analyses gained
through monitoring and supervision, the o&m Contractor should always
strive to improve PV power plant performance. as in most countries there
are strict legal requirements for security services, PV power plant security
should be ensured by specialised security service providers. 

EXECUTIVE SUMMARY

operation and maintenance (o&m)
has become a standalone segment
within the solar industry and it is it is
widely acknowledged by all
stakeholders that high-quality o&m
services mitigate potential risks,
improve the levelised Cost of
electricity (lCoe) and Power Purchase
agreement (PPa) prices, and positively
impact the return on investment (Roi).
Responding to the discrepancies that
exist in today’s solar o&m market, the
solarPower europe o&m Best
Practices Guidelines make it possible
for all to benefit from the experience of
leading experts in the sector and
increase the level of quality and
consistency in o&m. these Guidelines
are meant for o&m Contractors as well
as investors, financiers, asset owners,
asset managers, monitoring tool
providers, technical consultants and
all interested stakeholders in europe
and beyond.

this document begins by
contextualising o&m by explaining
the roles and responsibilities of
various stakeholders such as the
asset manager, the operation
service provider and the
maintenance provider and by
providing an overview of technical
and contractual terms to achieve a
common understanding of the
subject. it then walks the reader
through the different components
of o&m, classifying requirements
into “minimum requirements”, “best
practices” and “recommendations”.
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Power plant maintenance

maintenance is usually carried out on-site by specialised
technicians or subcontractors, according to the
operations team’s analyses. a core element of
maintenance services, Preventive maintenance involves
regular visual and physical inspections, as well as
verification activities necessary to comply with the
operating manuals. the annual maintenance Plan (see
an example in the Annex) includes a list of inspections
that should be performed regularly. Corrective
maintenance covers activities aimed at restoring a faulty
PV plant, equipment or component to a status where it
can perform the required function. extraordinary
maintenance actions, usually not covered by the o&m
fixed fee, can be necessary after major unpredictable
events in the plant site that require substantial repair
works. additional maintenance services include tasks
such as module cleaning and vegetation control.

Spare Parts Management

spare Parts management is an inherent and substantial
part of o&m aimed at ensuring that spare parts are
available in a timely manner for Corrective maintenance
in order to minimise the downtime of a solar PV plant.
the spare parts should be owned by the asset owner
while normally maintenance, storage and replenishment
should be the responsibility of the o&m Contractor. it is
considered a best practice not to include the cost of
replenishment of spare parts in the o&m fixed fee. these
Guidelines also include a minimum list of spare parts
that are considered essential.

Data and monitoring requirements

the purpose of the monitoring system is to allow
supervision of the energy flow in a PV power plant.
Requirements for an effective monitoring include
dataloggers capable of collecting data (such as energy
generated, irradiance, module temperature etc) of all
relevant components (such as inverters, energy meters,
pyranometers, temperature sensors) and storing at least
one month of data with a recording granularity of up to
15 minutes; as well as a reliable monitoring Portal
(interface) for the visualisation of the collected data and
the calculation of KPis. as best practice, the monitoring
system should ensure open data accessibility, in order to
enable easy transition between monitoring platforms. as
remotely monitored and controlled systems, PV plants

have exposure to cybersecurity risks, it is therefore vital
that installations undertake a cyber security analysis and
implement a cybersecurity management system.

Key Performance Indicators

important KPis include PV power plant KPis, directly
reflecting the performance of the PV power plant, and
o&m Contractor KPis, assessing the performance of the
o&m service provided. PV power plant KPis include
important indicators such as the Performance Ratio (PR),
which is the energy generated divided by the energy
obtainable under ideal conditions expressed as a
percentage; and uptime/availability, parameters that
represent, as a percentage, the time during which the
plant is operating over the total possible time it is able
to operate. While uptime reflects all downtimes
regardless of cause, availability involves certain exclusion
factors to account for downtimes not attributable to the
o&m Contractor (such as force majeure), a difference
important for contractual purposes. o&m Contractor
KPis include acknowledgement time (the time between
the alarm and the acknowledgement), intervention time
(the time between acknowledgement and reaching the
plant by a technician) and Resolution time (the time to
resolve the fault starting from the moment of reaching
the PV plant). acknowledgement time plus intervention
time are called Response time, an indicator used for
contractual guarantees.

Contractual framework

although some o&m Contractors still provide Performance
Ratio guarantees in some cases, recent developments
including the recommendations of the Global solar
energy standardisation initiative show that only using
availability and Response time guarantees has several
advantages. a best practice is a minimum guaranteed
availability of 98% over a year, with availability guarantees
translated into Bonus schemes and liquidated Damages.
When setting Response time guarantees, it is
recommended to differentiate between hours and periods
with high and low irradiance levels as well as fault classes,
i.e. the (potential) power loss. as a best practice, we
recommend using the o&m template contract developed
as part of the Global solar energy standardisation
initiative (sesi), a joint initiative of the terrawatt initiative,
the international Renewable energy agency, solarPower
europe and the Global solar Council. the sesi contract
template is set to be launched in 2018.



INTRODUCTION

1
© first Solar 

1.1. Rationale, aim and scope

a professional operation &
maintenance (o&m) service package
ensures that the photovoltaic
system will maintain high levels of
technical and consequently
economic performance over its
lifetime. Currently, it is widely
acknowledged by all stakeholders
that high quality o&m services
mitigate the potential risks, improve
the levelised cost of electricity
(lCoe) and Power Purchase
agreement (PPa) prices and
positively impact the return on
investment (Roi). this can be
highlighted if one considers the
lifecycle of a PV project which can
be broken down into the 4 phases
below. the o&m phase is by far the
longest phase.

• Development (typically 1-3 years)

• Construction (a few months)

• Operation & Maintenance (typically 20-35 years)

• Dismantling or repowering (a few months)

therefore, increasing the quality of o&m services is important and, in
contrast, neglecting o&m is risky. the PV industry – a “young” industry that
evolves also in the services segment – offers a wide range of practices and
approaches. although this is partly logical, reflecting the specificities of each
system, topologies, installation sites and country requirements, there is a
confusion or lack of clarity and knowledge of many asset owners and funding
authorities (investors or/and banks) of what the minimum requirements
should be. in cases, especially in the past where feed-in tariffs were very high
and favourable, there was an obvious lack of risk perception in combination
with an underestimated performance metrics definition which hindered the
proof of value of a professional and high-quality service provision.

existing standardisation still does not fill in the gaps, or clarify the
requirements and their implementation. although in maintenance, there
are a number of technical international standards that can be followed, in
operations, which also covers planning, scheduling and administrative
related tasks, there are many shortcomings. therefore, it is crucial to
develop and disseminate best practices to optimise the operations and thus
energy production, power plant management and resulting benefits. Best
practices that set the quality bar high will enhance investors’ understanding
and thus confidence. 

With Version 2.0 o&m Best Practices Guidelines, solarPower europe makes
the next step towards this objective. the value proposition of this report is
that it is industry-led, containing the knowledge and the experience of well-
established and leading companies in the field of o&m service provision,
project development and construction (ePC), asset management, utilities,
manufacturers and monitoring tool providers.
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the scope of the current work includes the utility scale
segment and more specifically, systems above 1mW.
the geographical focus is europe. it provides the high-
level requirements that can be applied in all countries
around europe (and beyond). specific national
considerations such as legal requirements are not
included and should therefore be considered separately
if these Guidelines are to be used in specific countries. 

the content covers technical and non-technical
requirements, classifying them when possible into: 

1. minimum requirements, below which the o&m
service is considered as poor or insufficient, and
which form a minimum quality threshold for a
professional and bankable service provider;

2. best practices, which are methods considered state-
of-the-art, producing optimal results by balancing
the technical as well as the economic side;

3. recommendations, which can add to the quality of
the service, but whose implementation depends on
the considerations of the asset owner or asset
manager, such as the available budget.

as for the terminology used in this document to
differentiate between these three categories, verbs such as
“should” indicate minimum requirements, unless specified
explicitly otherwise, like in: “should, as a best practice”.

1.2. How to benefit from this document

this report includes the main and important
considerations for a successful and professional o&m
service provision. although it has not been tailored for
each stakeholder, its use is similar for all: understand the
mandatory requirements and the necessity of
professional o&m and incorporate the recommendations
accordingly into the service package. any of the directly
relevant stakeholders (see the following section) can
benefit from this work, tailor it to their needs without
lowering the bar and know what to ask for, offer or expect. 

although the focus is european, most of the content can be
used in other regions around the world. the requirements
described in the maintenance part apply without changes
in regions with conditions similar to europe and a moderate
climate and additional requirements or modifications can
easily be made for other regions with unique characteristics.
With regards to the operations and technical asset
management part, the requirements apply to PV assets
regardless of their location.

1.3. Stakeholders and roles

usually multiple stakeholders interact in the o&m phase
and therefore it is important to clarify as much as
possible the different roles and responsibilities. these
can be abstracted to the following basic roles:

asset Owner. the stakeholder who contributes to
financing of construction and operation of the PV power
plant is normally the investor (or a group of investors),
who can be classified as private individuals, financing
investors or investment funds and independent Power
Producers (iPPs) or utilities. assets are generally owned
by “special Purpose Vehicles” (sPV), i.e. limited liability
companies, specifically incorporated for building,
owning and operating one or more PV plants.

lender. the lender or debt provider (financing bank) is
not considered as an “asset owner” even if the loans are
backed up by securities (collateral). in principal, the
interests and performance expectations are different
between the investor (equity provider) and the lender
who normally measures the risk based on the debt
service coverage ratio (DsCR). the role of the lender is
becoming more and more “smart” and less passive, with
enhanced considerations and involvement regarding
the requirements for the debt provision. 

asset Manager. asset management aims at ensuring
optimal profitability of the PV power plant (or a portfolio
of plants) by supervising energy sales, energy
production, and o&m activities. it also ensures the
fulfilment of all the administrative, fiscal, insurance and
financial obligations of the sPVs. therefore, this role has
a financial and technical aspect. asset managers report
to asset owners. in some cases, in particular where sPVs
belong to large asset owners such as utilities or large
iPPs, the asset management activity is done in-house.
today most o&m Contractors assume some (technical)
asset management responsibilities such as performance
reporting to the asset owner.

O&M contractor. the entity that is in charge of o&m
activities as defined in the o&m contract. in some cases,
this role can be subdivided into:

• technical asset Manager, serving as an interface
between the remaining o&m activities and the asset
owner and in charge of high-level services such as
performance reporting to the asset owner, contracts
management, invoicing and warranty management.
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1 INTRODUCTION / ContinueD

• Operations service provider in charge of
monitoring, supervision and control of the PV power
plant, coordination of maintenance activities.

• Maintenance service provider carrying out
maintenance activities. 

the three roles are often assumed by a single entity
through a full-service o&m contract. a comprehensive
set of o&m activities (technical and non-technical) is
presented in this report.

technical advisors / Engineers. these are individuals
or teams of experts that provide specialised services
(e.g. detailed information, advice, technical consulting
etc). their role is rather important since they ensure that
procedures and practices are robust and of high quality
– according to standards and best practices – to
maintain high performance levels of the PV plant.
technical advisors can represent different stakeholders
(e.g. investors and lenders). 

Specialised suppliers. such suppliers could be of
specialised services (e.g. technical consulting) or
hardware (e.g. electricity generating components,
security system etc).

authorities. these can be local (e.g. the municipality),
regional (e.g. the provincial or regional authorities
supervising environmental constraints), national (e.g.
the national grid operator), or international (e.g. the
authors of a european grid code).

Off-taker. the entity who pays for the produced
electricity. this role is still evolving and is often
subdivided according to national renewable power
support schemes:

• the state or national grid operator / electricity
seller(s), or specific authorities for renewable energy
(such as Gse in italy) in a feed-in tariff (Fit) scheme.

• energy traders or direct sellers in a direct
marketing scheme.

• end customers in schemes that underline autonomy
in energy supply. 

the aforementioned stakeholders and roles should
support the provision of the necessary services and
transfer the guidelines of this report to real life
situations. For example, in cases where either one
stakeholder/party may take over several roles and
responsibilities or one role might be represented by
several parties:

• an investor may take asset management
responsibilities 

• an asset manager may take over a more active role
and intervene in operations 

• an asset manager may even take over full o&m 

• an o&m Contractor’s role may be subdivided or may
also include some asset management activities such
as specified below (e.g. reporting, electricity sale,
insurance, fiscal registrations, etc)

• the end customer (or electricity buyer) may at the
same time be the asset owner, asset manager, and
o&m Contractor (e.g. a PV power plant on an
industrial site to cover its own energy needs)

Figure 1 on the following page attempts to classify and
distribute the responsibilities among the different
stakeholders and, in particular, among the asset
manager (asset management), the o&m Contractor
(operation & maintenance) and the ePC Contractor
(engineering, Procurement, Construction). this figure is
redesigned and based on a figure of Gtm (2013).

in general, the o&m Contractor will have a more technical
role (energy output optimisation) and the asset manager
will undertake more commercial and administrative
responsibilities (financial optimisation). the technical
aspects of asset management are called technical asset
management, a role that is often assumed by the o&m
Contractor. as opposed to the first version of the Best
Practices Guidelines, this version handles technical asset
management as part of the core roles that can be
provided by the o&m Contractor and thus dedicates a
standalone Chapter to technical asset management. 
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fIGurE 1 rOlES and rESPOnSIBIlItIES By dIffErEnt StaKEHOldErS In tHE fIEld Of O&M

© SOLARPOWER EUROPE 2017
NOTE: THE RESPONSIBILITIES OF THE ASSET MANAGER AND THE O&M CONTRACTOR OVERLAP SOMETIMES, AND TECHNICAL
ASSET MANAGEMENT CAN BE ASSUMEDBY EITHER THE O&M CONTRACTOR OR THE ASSET MANAGER.

However, all stakeholders should have a good
understanding of both technical and financial aspects
in order to ensure a successful and impactful
implementation of services. that will require asset
managers to have technical skills in-house for a
meaningful supervision and proper assessment of the
technical solutions, and o&m Contractors to have the
ability to cost-assess and prioritise their operational
decisions and maintenance services.

this grey zone of responsibilities makes it difficult to
standardise properly the responsibilities of each
stakeholder. With this perspective, it is important that
contracts define as precisely as possible scope, rights
and obligations of each party and the general work
order management.

OPERATION & MAINTENANCE

ASSET MANAGEMENTENGINEERING

Financial/Commercial Management

Billing, collection, 
payments

Accounting & 
financial reporting

Tax preparation / 
filling / administration

Equity / debt financing 
management

Insurance administration

Interface with banks, 
investors, regulators, 
local authorities etc.

SPV / project co. Representation

Other services 
(REC accounting/trading, 
community benefits etc.)

Engineering

• Plant (re)commissioning
• Quality audit/inspection
• Re-powering and upgrades
• Monitoring install / retrofit
• As-built design documentation
• Plant design overview

Technical Asset Management

Reporting to Asset Owner 
• PV plant performance
• O&M performance
• Incidents

Ensuring regulatory 
compliance
• Legal requirements 
  for Plant operation
• PPAs
• Power generation licence
• Building & environmental permits

Warranty management

Insurance claims

Contract mangement 
(Oversight of Contractors)

Plant operation
• Plant controls
• Power generation 
  forecasting (optional)
• Grid operator interface, 
  grid code compliance
• Maintenence scheduling

Management of change (optional)

Spare parts management

Reporting to Technical 
Asset Manager

Guarantees:
• Availability guarantee
• Response Time guarantee

PV Site Maintenance
• Module cleaning
• Vegetation management
• Snow or sand removal

Spare parts storage

Additional Services:
• General site management 
  (Pest control, Water/waste management, 
  Roads/fences/buidlings/
  drain maintenance, 
  Maintenance of surveillance system)
• On-site measurements 
  (Meter readings, 
  Data entry on fiscal registers, 
  String measurements, 
  Thermal inspection) 

Maintenance

PV Plant Maintenance
• Preventative maintenance
• Corrective maintenance
• Extraordinary maintenance 
  (optional)

Operations

Plant documentation 
management

Plant supervision
• Performance monitoring
• Performance analysis 
  & improvement
• Issue detection
• Service dispatch
• Security monitoring 
  interface (optional)
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DEFINITIONS

2
this section introduces a basic set
of definitions of important terms
that are widely used in the o&m field
(contracts) and is necessary for all
different stakeholders to have a
common understanding. in general,
there are standards in place that
explain some of these terms,
however, it is still difficult in practice
to agree on the boundaries of those
terms and what exactly is expected
under these terms or services (e.g.
the different types of maintenances
or operational tasks).

indeed, it is more challenging for
terms in the operational field since
those are less technical and not
standardised as in the case for
maintenance. the chapter provides
a short list (alphabetically ordered)
which is not exhaustive, but reflects
the different sections of this
document. For the definitions
relating to maintenance the
standard en 13306 (“maintenance
terminology”) was used as a basis.

additional Services actions and/or works performed, managed or
overseen by the o&m Contractor, which are
not (but can be if agreed) part of the regular
services and normally charged “as-you-go”,
e.g. ground maintenance, module cleaning,
security services etc. some of the additional
services can be found as a part of the
Preventive maintenance, depending on the
contractual agreement.

contract 
management

activities related to the proper fulfilment of
o&m contract obligations such as reporting,
billing, contract amendments, regulator
interaction etc.

contractual 
framework 

an agreement with specific terms between the
asset owner and the o&m Contractor. this
agreement defines in detail the o&m services,
both remote operations services and local
maintenance activities, the management and
interfaces of those services, as well as the
responsibilities of each party. liquidated
damages and bonus schemes are also part of
the contractual commitments. 

control room 
Services/Operations
centre Services

Comprehensive actions like PV plant
monitoring, supervision, remote controls,
management of maintenance activities,
interaction with grid operators, regulators,
asset managers and asset owners, and the
preparation and provision of regular
reporting performed by experienced and
qualified staff in a control room during
operational hours for 365 days/year.

© rec Solar 
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corrective 
maintenance

actions and/or techniques (immediate or deferred) taken to correct failures,
breakdowns, malfunctions, anomalies or damages detected during inspections, or
through monitoring, alarming, or reporting or any other source. the actions are
desired to restore the PV system back into regular and required operation mode.

data & monitoring
requirements 

Hardware and software, technical and functional specifications to collect, transmit
and store production, performance and environmental data for plant management.

documentation
management system 

a management system that records, manages and stores documents required for
o&m, such as technical plant and equipment documentation and drawings,
maintenance manuals, photos and reports, including the various versions that are
being created by different users, reviews and approvals. Documentation management
system also defines a proper format and use (information exchange).

Environment, 
Health & Safety (EH&S)

environment, Health and safety indicates the activities performed to ensure
environmental protection, occupational health and safety at work and on site,
applicable to staff and visitors according to the national applicable laws and regulations.

Extraordinary
Maintenance

actions and/or works performed in case of major unpredictable faults, such as serial
defects, force majeure events etc, that are generally considered outside of the
ordinary course of business. 

Grid code compliance
requirements

equipment, procedures, actions and activities required by the respective grid operator(s)
in order to comply with grid safety, power quality and operating specifications.

Insurance claims Customer’s activities required to claim a reimbursement based on specific insurance
policy terms

Key Performance
Indicator (KPI)

a technical parameter that helps the stakeholders to evaluate the successful
operation of a PV plant and/or the success of the o&m Contractor’s activities.

Management 
of change

management of change defines the way to handle necessary adjustments of the
design of a PV power plant after the Commercial operation Date. Changes require
a close cooperation between the plant owner and the o&m Contractor.

Performance analysis 
& improvement

measurements, calculations, trending, comparisons, inspections etc performed in
order to evaluate the PV plant, segments and/or single component performance,
site conditions, equipment behaviour etc, and to provide reports and assessment
studies to interested parties (customer, public authority, etc).

Personnel 
& training

operators, technicians, engineers and managers employed for the execution of the
o&m activities and training plans/programmes to train them on relevant PV plant
related aspects and to keep them continuously updated on their respective roles.

Power plant 
controls

actions required by the grid operator, for controlling active and/or reactive power
being fed into the grid, other power quality factors that are subject to adjustments
and/or (emergency) shut down (if applicable).

Power plant 
monitoring

overall monitoring of the functioning, energy generation and reference data of the
PV plant and its components, which is performed through real-time (web based)
monitoring software. the monitoring operates 24h/365d and is fed by in-plant data-
logging systems that collect data from different plants as well as by irradiation and
temperature measurements from particular sensors and other sources such as
meteorological information (data acquisition 24h/365d).
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2 DEFINITIONS / ContinueD

Power plant 
supervision

the activity to supervise and analyse data provided by the monitoring system which
is performed by experienced human resources during daylight hours and managed
by one or more control rooms (365 days/year). the reception and qualification of
the alarms from the monitoring tool is also considered to be part of the supervision.

Predictive 
Maintenance 

actions and/or techniques that are performed to help assess the condition of a PV
system and its components, predict/forecast and recommend when maintenance
actions should be performed. the prediction is derived from the analysis and
evaluation of significant parameters of the component (e.g. parameters related to
degradation). monitoring systems and expert knowledge are used to identify the
appropriate actions based on a cost benefit analysis.

Preventive 
Maintenance 

actions and/or testing and/or measurements to ensure optimal operating
conditions of equipment and of the entire PV plant and to prevent defects and
failures. those take place periodically and according to a specific maintenance-
plan and maintenance schedules.

Power Generation
forecasting

adoption of forecasting tools calculating expected power production for a certain
timeframe from weather forecasts in order to supply the expected power
production to owner, grid operator, energy traders or others. this is normally
country and plant dependent.

regulatory 
compliance

Compliance to any law, statute, directive, bylaw, regulation, rule, order, delegated
legislation or subordinate legislation directly applicable in the country where the
service is provided, as well as to any mandatory guidelines and measures issued
by a utility and any other competent public authority.

reporting & 
other deliverables

Deliverables produced periodically, according to requirements detailed in the o&m
agreement or following best market practices, including PV plant performance, Key
Performance indicators, maintenance activities and work orders performed, alarm
handling, equipment status, warranty handling activities and spare parts tracking and
any other analysis performed in compliance with the o&m contract requirements.

Security actions, procedures, equipment and/or techniques that are adopted on site and
remotely in order to protect the plant from theft, vandalism, fire and unauthorised
entry. security services are to be provided be specialised security service providers.

Spare Parts 
Management

activities that ensure availability of the right amount and type of components,
equipment, parts etc, either on site or in warehouses or in manufacturers’
consignment stocks, for prompt replacement in case of failure and/or to meet
guarantees under o&m contracts. 

Warranty management Warranty management usually aggregates activities of a diverse nature which are
linked to areas such as supply of equipment and services, and project construction.
all these responsibilities (warranties) are usually materialised with the issue of the
Provisional acceptance Certificate (PaC) by the ePC. Warranty management is the
activity that manages these warranties with the objective of reducing the costs and
response times after warranty claims for repair or replacement of certain PV system
components (under the warranty of the ePC and/or the components manufacturer).
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the asset Owner has the ultimate
legal and moral responsibility to
ensure the health and safety of
people in and around the solar
plant and for the protection of the
environment around it. the
practical implementation is
normally subcontracted to the
O&M contractor. 

Environment. Renewable energies are popular because of their low
environmental impact and it is important that solar plants are operated and
maintained to minimise any adverse effects. environmental problems can
normally be avoided through proper plant design and maintenance – for
example, bunds and regular inspection of HV transformers will reduce the
chances of significant oil leaks – but where issues do occur the o&m
Contractor must detect them and respond promptly. Beyond the
environmental damage there may be financial or legal penalties for the
owner of the plant.

other aspects that need to be taken into account, as best practice, are
recycling of broken panels and electric waste so that glass, aluminium and
semiconductor materials can be recovered and reused. in areas with water
scarcity, water use for module cleaning should be minimised.

in many situations, solar plants offer an opportunity, where managed
sympathetically, to provide opportunities for agriculture and a valuable
natural habitat for plants and animals alongside the primary purpose of
generation of electricity. a well thought out environmental management
plan can help promote the development of natural habitat, as well as
reduce the overall maintenance costs of managing the grounds of the plant.
it can also ensure the satisfaction of any legal requirements to protect or
maintain the habitat of the site.

Health and Safety. managing the risks posed by the solar plant to the health
and safety of people, both on and around the plant, is a primary concern of
all stakeholders. solar plants are electricity generating power stations and
have significant hazards present which can result in permanent injury or death.
Risks can be reduced through proper hazard identification, careful planning
of works, briefing of procedures to be followed regular and well documented
inspection and maintenance (see also section 6.10. Power plant security).

the dangers of electricity are well known and can be effectively managed
through properly controlled access and supervision by the o&m Contractor.

ENVIRONMENT, 
HEALTH & SAFETY 

3
© only_kim
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any person coming on to a solar farm should expect some
form of induction to ensure they are briefed on any
hazards and risks. staff working on electrical equipment
must be appropriately trained, experienced and
supervised, but it is also key that others working around
the equipment - for example panel cleaners - are equally
aware of the potential risks and have safe methods of
working around HV and lV electricity.

Hazardous areas and equipment should carry
appropriate markings to warn personnel of possible
hazards and wiring sequence. such markings should be
clear and evident to all personnel and third parties (and
intruders) entering the plant premises.

as well as the inherent dangers of a typical solar plant,
every site will have its own set of individual hazards
which must be considered when working on the plant.
an up-to-date plan of hazards is important for the o&m
Contractor to use to manage his own staff and to
provide third party contractors with adequate
information. it is usually the case that the o&m
Contractor holds the authority and responsibility to
review and, where necessary, reject works taking place
on the plant. Failure to carry this out properly has
important consequences to general safety.

Besides workers on the solar plant, it is not unusual for
other parties to require access to it. this may be the asset
owner, or their representative, the landlord of the land, or
in some situations members of the public. it is important
that the plant access control and security system keeps
people away from areas of danger and that they are
appropriately supervised and inducted as necessary.

the asset owner is ultimately responsible for the
compliance of H&s regulations within the site/plant. the
asset owner must make sure that, at all times, the
installation and all equipment meet the relevant
legislations of the country and also, that all contractors,
workers and visitors respect the H&s legislation by strictly
following the established procedures, including the use
of established personal protective equipment (PPe).

at the same time, the o&m Contractor should prepare
and operate its own safety management systems to be
agreed with the asset owner taking into account site
rules and the Works in relation to health and safety and
perceived hazards. the o&m Contractor should ensure

that it complies, and that all subcontractors comply
with the H&s legislation.

the asset owner will have to require from the o&m
Contractor to represent, warrant and undertake to the
owner that it has the competence and that it will
allocate adequate resources to perform the duties of the
principal contractor pursuant to specific national
regulations for health and safety.

Before starting any activity on site the asset owner will
deliver risk assessment and method statements to the
o&m Contractor who will provide a complete list of
personnel training Certifications and appoint a H&s
coordinator. During the whole duration of the contract the
o&m Contractor will keep the H&s file of each site updated.

the o&m Contractor must have his personnel trained in
full accordance with respective national legal and
professional requirements, that generally result in
specific certification to be obtained, for example in order
to be allowed to work in mV and/or HV electrical plants.
Within europe, referral to european standards is not
sufficient (examples of standards used today are iso
14001, oHsas 18001 etc).

in order to achieve a safe working environment, all
work must be planned in advance, normally written
plans are required.

Risk assessments need to be produced which detail all
of the hazards present and the steps to be taken to
mitigate them. 

the following dangers are likely to exist on most solar
plants and must be considered when listing hazards in
order to identify risks. the severity of any injuries caused
are commonly exacerbated by the terrain and
remoteness often found on solar plants.

1. Medical problems. it is critical that all personnel
engaged in work on solar farms have considered and
communicated any pre-existing medical problems
and any additional measures that may be required
to deal with them.

2. Slips, trips and falls. the terrain, obstacles and
equipment installed on a solar farm provide plenty
of opportunities for slips, trips and falls both at
ground level and whilst on structures or ladders.
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3. collisions. Collisions can occur between personnel,
machinery/vehicles and structures. the large areas
covered by solar farms often necessitate the use of
vehicles and machinery which when combined with
the generally quiet nature of an operational solar
farm can lead to a lack of attention. General risks
such as difficult terrain, reversing without a
banksman and walking into the structure supporting
the solar panels require special attention. 

4. Strains and sprains. lifting heavy equipment, often
in awkward spaces or from uneven ground, presents
increased risk of simple strains or longer term
skeletal injuries.

5. Electrocution. operational solar farms whether
energised or not present a significant risk of
electrocution to personnel. this risk is exacerbated
by the nature and voltage of the electricity on site
and the impossibility of total isolation. staff engaged
in electrical work obviously suffer the greatest risk
but everybody on site is at risk from step potential
and other forms of electrocution in the event of a
fault. specific training needs to be given to all those
entering a solar farm as to how to safely deal with
the effects of electrocution. 

6. fire. several sources of combustion exist on a solar
farm, the most common being electrical fire others
including combustible materials, flammable liquids,
and grass fires. safe exit routes need to be identified
and procedures fully communicated. all personnel
need to be fully aware of what to do to both avoid
the risk of fire and what to do in the event of a fire. 

7. Mud and water. many solar farms have water
travelling through them such as streams and rivers,
some have standing water, and some are floating
arrays. mud is a very common risk particularly in
winter as low-grade farmland is often used for solar
farms. mud and water present problems for access
as well as electrical danger.

8. Mechanical injury. Hand-tools, power tools,
machinery as well as such mechanisms as
unsecured doors can present a risk of mechanical
injury on site. 

9. Weather. the weather presents a variety of hazards,
the most significant of which is the risk of lightning
strike during an electrical storm. Due to the metal
structures installed on a solar farm an electrical storm
is more likely to strike the solar array than surrounding
countryside. a solar farm must be vacated for the
duration of any electrical storm. Working in cold and
rainy weather can cause fatigue and injury just as
working in hot sunny weather presents the risk of
dehydration, sunburn, and sun stroke.

10.Wildlife and livestock. the renewable energy
industry is proud to provide habitats for wildlife and
livestock alongside the generation of electricity.
some wildlife however presents dangers. there are
plants in different regions which can present
significant risk, some only when cut during
vegetation management. animals such as rodents,
snakes and other wildlife as well as livestock can
present significant risks. the nature of these risks will
vary from place to place and personnel need to be
aware of what to do in the event of bites or stings.

everyone entering a solar farm, for whatever reason,
should have been trained in the dangers present on solar
farms and be trained for the individual task that they will
be performed. they should have all of the PPe and tools
necessary to carry out the work in the safest way possible.
the work should be planned in advance and everyone
concerned should have a common understanding of all
aspects related to the safe execution of their task.
Different countries will mandate written and hard copy
paperwork to meet legislation, but best practice is to
exceed the minimum requirements and to embrace the
spirit of all relevant legislation.

Best practice in H&s sees the ongoing delivery of
training and sharing of lessons learned and work
methods. By increasing the skills of persons involved in
the industry, we can make the industry both safer and
more productive.

3 ENVIRONMENT, HEALTH & SAFETY /  ContinueD
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PERSONNEL 
& TRAINING 

4
© goodluz

It is of critical importance that all
Operation and Maintenance
Personnel have the relevant
qualifications to perform the
works in a safe, responsible and
accountable manner. It is difficult
to define exactly and in general not
advisable to be rigid with the
profile of the employees suitable
to carry out the work and meet the
necessary requirements. Indeed,
the necessary knowledge and
experience can be gained through
different career developments and
by different engagements.

the solar industry benefits from a wide range of skills and experience. team
members with a range of electrical, mechanical, financial, business and
communications skills are required to handle different tasks and all of them
strengthen the positive impact of the service provision. 

everyone who enters a solar plant needs to be trained in the dangers
present in addition to their individual skills and experience required for the
tasks that they normally perform. awareness of the necessary health and
safety regulations is a must.

as the solar industry globally is a growth industry, it follows that skills will
need to be taught in order to create a suitable workforce. it is therefore
incumbent on all employers in the industry to create a training scheme both
internally and externally which creates opportunities for qualifications and
development. Whilst it is inevitable that some staff will choose to leave, it is
unrealistic to imagine that any company can always employ already skilled
and qualified staff.

the creation of a training matrix such as shown the proposed skills matrix
in the annex enables a company to record skills, both formal and informal,
to identify gaps and to provide training to fill the gaps.

as the industry grows, there is a rapid rate of technological change as well
as emergent best practices, which require a programme of continuous
personal development to which both individuals and companies need to
be committed.

the matrix goes beyond any educational background and focuses on the
skills required by the o&m company in a specific country. therefore, many
of the skills/requirements are adjustable due to different practices and
regulations across europe. 
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It is not easy to draw a sharp line
between the high-level tasks of the
Operations team and the more
technical responsibilities of the
asset Manager. In many cases, the
O&M contractor assumes some
tasks related to technical asset
Management such as KPI
reporting. the below tasks can be
regarded as technical asset
Management and can by
performed by the O&M contractor
or the asset Manager. thus
“technical asset Manager” in the
below sections can mean either
the O&M contractor or the asset
Manager. In cases where the
technical asset Manager and the
O&M contractor are separate
entities, a close coordination and
information sharing between the
two entities is indispensable. 

5.1. Reporting

the technical asset manager is responsible for preparing and providing
regular reporting to the asset owner and further recipients defined in the
agreement between the asset owner and the technical asset manager. 

the frequency of the reporting can be set daily, weekly, monthly, quarterly
or annually (with monthly being the most common), with specifically
defined content for each of these reports. Generating a report for any
specific time range in the past can also be possible.

table 1 includes some proposed quantitative and qualitative indicators
which should be in reports as a minimum requirement, a best practice or a
recommendation. For more details on the individual indicators, see 10. Key
Performance Indicators.

a new trend in the industry is to extend the reporting beyond the pure PV plant
indicators and to incorporate reporting on the actual activities. this means that
the o&m Contractor can have a Cmms (Computerised maintenance management
system) in order to measure various o&m KPis (e.g. acknowledgement time,
intervention time, Reaction time, Resolution time) and equipment performance
(e.g. mean time Between Failures). the technical asset manager should also
report on spare Parts management and in particular on spare parts stock levels,
spare parts consumption, in particular PV modules on hand, spare parts under
repair. With the emergence of Predictive maintenance, the technical asset
manager can also report on the state of each individual equipment. Furthermore,
the periodic reporting can include information on the status of the security and
surveillance system. in this case, the security service provider is responsible for
providing the relevant input to the technical asset manager.

on top of the periodical standard reports (monthly, quarterly or yearly)
where operations activities are reported by the technical asset manager to
the asset owner, it is a best practice for the o&m Contractor to provide an
intermediate operation report when a fault is generating a major loss. a loss
due to a fault is considered major when PR and availability are affected by
more than a certain threshold throughout the ongoing monitoring (or
reporting) period. a best practice is to set this threshold to 1 % of availability

TECHNICAL ASSET 
MANAGEMENT

5
© kan_chana
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or 1% PR within a reporting period of one month. the
report should be sent as soon as the fault is
acknowledged or solved and should contain all the
relevant details related to the fault together with
recommendations for extraordinary maintenance when
the necessary operations are not included in the
maintenance contract.

• typically, this maintenance report should contain:
Relevant activity tracks (alarm timestamp,
acknowledge time, comments, intervention time,
operations on site description, pictures etc).

• the estimated production losses at the moment of
writing the report.

• the estimated production losses for the total
duration of the period, counting on the estimated
resolution time if the issue is not solved yet.

• the device model, type and serial number when the
fault is affecting a device.

• the peak power of the strings connected to the device(s).

• the alarm and status log as provided by the device. 

• the resolution planning and suggestions. eventual
replacement needed.

• spare parts available.

• estimated cost for the extra-ordinary maintenance.

TYPE OF DATA PROPOSED INDICATOR TYPE OF REQUIREMENT

raw data measurements irradiation minimum Requirement 

active energy Produced minimum Requirement 

active energy Consumed Best Practice

raw data measurements Reference Yield Recommendation 

specific Yield Recommendation

Performance Ratio minimum Requirement 

temperature-corrected Performance Ratio Best Practice

energy Performance index Best Practice

uptime Best Practice

availability minimum Requirement 

energy-based availability Recommendation 

acknowledgement time minimum Requirement 

O&M contractor KPIs intervention time minimum Requirement 

Response time minimum Requirement 

Resolution time minimum Requirement 

mean time Between Failures (mtBF) Recommendation

Equipment KPIs inverter specific energy losses Recommendation

inverter specific efficiency Recommendation

module soiling losses Recommendation

main incidents and impact on production minimum Requirement 

Incident reporting Warranty issues Best Practice

eH&s issues Best Practice

spare parts stock levels and status Best Practice

Preventive maintenance tasks performed Best Practice

taBlE 1 PrOPOSEd IndIcatOrS/valuES rEquIrEd fOr tHE rEPOrtInG
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5.2. Regulatory compliance

the technical asset manager is responsible for
ensuring that the operation of the PV plant is in
compliance with the regulations. several levels of
regulation have to be considered:

• many countries have a governing law for the
operation of energy generating assets or renewable
energy and PV plants in particular. this is something
the o&m Contractor should be aware of in any case,
even if the o&m Contractor and the technical asset
manager are separate entities.

• Power Purchase agreements (PPa) and
interconnection agreements must also to be known
and respected by the technical asset manager. 

• Power generation license agreements need to be
made available by the asset owner to the technical
asset manager so that the technical asset manager
can ensure compliance with the regulations of
these licenses.

• specific regulation for the site such as building permits,
environmental permits and regulations can involve
certain requirements and the need to cooperate with
the local administration. examples include restrictions
to the vegetation management and the disposal of
green waste imposed by the environmental
administration body, or building permits restricting
working time on site or storage of utilities.

• it is the o&m Contractor’s responsibility to ensure
grid code compliance. see 6.8. Grid code compliance.

as a minimum requirement the agreement between the
technical asset manager/o&m Contractor and the asset
owner should list all the relevant permits and
regulations and specify that the asset owner makes
relevant documents available to the technical asset
manager or o&m Contractor.

as a best practice, all regulations, permits and
stipulations should be managed within the electronic
document management system (see section 6.1.
Document Management System (DMS)). this allows the
technical asset manager to track reporting and
maintenance requirements automatically and report
back to the asset owner or the administration bodies.

5.3. Warranty management

the technical asset manager can act as the asset
owner’s representative for any warranty claims vis-à-vis
the oem manufacturers of PV plant components. the
agreement between the asset owner and the technical
asset manager should specify warranty management
responsibilities of the technical asset manager and the
asset owner and set thresholds under which the
technical asset manager can act directly or seek the
asset owner’s consent. the technical asset manager or
the operations team will then inform the maintenance
team to perform warranty related works on site. usually
the warranty management scope is limited by endemic
Failures (see definition below in this section). execution
of warranty is often separately billable. 

For any warranty claims the formal procedure provided
by the warranty provider should be followed. all
communications and reports should be archived for
compliance and traceability reasons.

Objectives of Warranty Management:

• improve the efficiency in complaining processes

• Help to reduce the warranty period costs 

• Receive and collect all the warranty complaints

• support the complaint process

• negotiate with manufacturers more efficient
complaint procedures 

• study the behaviour of the installed equipment

• analyse the costs incurred during the
warranty period

types of warranties on a Pv Plant:

• Warranty of Good execution of Works

• Warranty of equipment (Product Warranty)

• Performance Warranty

Warranty of good execution of works 
and equipment warranties

During the warranty period, anomalies can occur in the
facility, which the ePC provider is liable for. the
anomalies must be resolved according to their nature
and classification, in accordance to what is described in
the following chapters.

5 TECHNICAL ASSET MANAGEMENT /  ContinueD



SolarPower Europe / o&m Best PRaCtiCes GuiDelines / 25

Performance Warranty

ePC Contractors usually provide a 2-year performance
warranty period after CoD. During the warranty period,
it is the responsibility of the technical asset manager to
monitor, calculate, report and follow-up the values of
Performance Ratio and other KPis guaranteed by the
ePC Contractor.

Within this scope, it is the responsibility of the technical
asset manager to:

• manage the interventions done within the scope of
the warranty in order to safeguard the performance
commitments undertaken under the contract;

• Periodically inform the asset owner about the
condition of the contracted performance indicators;

• immediately alert the asset owner whenever the
levels of the indicators have values or tendencies
that could indicate a risk of failure.

5.4. Insurance claims

the technical asset manager can act as the asset
owner’s representative for any insurance claims vis-à-
vis the insurance provider. 

the agreement between the technical asset manager
and the asset owner should specify insurance
management responsibilities of the asset owner and
the technical asset manager. the technical asset
manager will at least be responsible for the coordination
of site visits by an insurance provider’s representative or
technical or financial advisors in connection with the
information collection and damage qualification, as
well as for the drafting of technical notes to support the
reimbursement procedure.

For any insurance claims the formal procedure provided
by the insurance provider should be followed. all
communications and reports should be archived for
compliance and traceability reasons.

the anomalies or malfunctions that might occur within
the facility warranty period might be classified the
following way:

• Pending Works, in accordance to the list of Pending
Works (or Punch list) agreed with the client during
ePC phase; 

• Insufficiencies, these being understood as any
pathology in the facility resulting from supplies or
construction, that although done according to the
project execution approved by the client, has proven
to be inadequate, unsatisfactory or insufficient; 

• defects, these being understood as any pathology
resulting from supplies or construction executed in
a different way from the one foreseen and specified
in the project execution approved by the client; 

• failure or malfunction of equipment, being
understood as any malfunction or pathology found in
the equipment of the photovoltaic facility – modules,
inverters, Power transformers or other equipment.

anomalies Handling. During the Warranty Period, all the
anomaly processing should, as best practice, be
centralised by the technical asset manager/o&m
Contractor, who is responsible for the first
acknowledgment of the problem and its framework
according to its type, and is the main point of contact
between the internal organisational structure and the
client in accordance to the criteria defined below.

Pending Works, Insufficiencies and defects. in the case
of anomalies of the type “Pending Works”,
“insufficiencies” or “Defects”, the technical asset
manager must communicate the occurrence to the ePC
provider, who shall be responsible to assess the
framework of the complaint in the scope of the ePC
contract, determining the action to be taken.

resolution of failures in the case of anomalies of the
type “failures”. the technical asset manager should
present the claim to the equipment supplier and follow
the claims process.

Endemic failures. endemic failures are product failures
at or above the expected failure rates resulting from
defects in material, workmanship, manufacturing
process and/or design deficiencies attributable to the
manufacturer. endemic failure is limited to product
failures attributable to the same root cause. 
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5.5. Contract management

the technical asset manager is also in charge of
overseeing various contractual parameters,
responsibilities and obligations of the asset owner
linked to the respective PV plant. Contract management
responsibilities depend largely on factors such as
geographic location, project size, construction and off-
taker arrangements.

as a minimum requirement, the initial step in this
process is a comprehensive analysis of the contracts
followed by a well-defined Division of Responsibility
(“DoR”) matrix that clearly delineates which entity is
responsible for commercial, operational and
maintenance actions on both short and long term.
upon mutual agreement between the parties, the DoR
can serve as the driving and tracking tool for term of life
contractual oversight. 

as a form of best practice, the Contract manager’s
responsibilities often also extend to functioning as the
initial contact for all external questions. this allows for
optimal access by the asset owner to all areas of the
service provider’s organisation, and adherence to the
contractual responsibilities. the Contract manager also
assumes the responsibility for invoicing of the o&m fees
to the asset owner.

For reasons of quality, the technical asset manager
should also track their own compliance with the
respective contract, either o&m contract or asset
management contract, and report to the asset owner in
full transparency. 

upon agreement, the technical asset manager can also
handle the management of contracts between the asset
owner and component suppliers. as an additional
service, this can be considered best practice.

5 TECHNICAL ASSET MANAGEMENT /  ContinueD
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POWER PLANT 
OPERATION

6
central control room. © BayWa r.e.

Operations is about remote
monitoring, supervision and
control of the Pv power plant. It
also involves liaising with or
coordination of maintenance
activities. the below sections give
an overview of Operations tasks
and requirements.

6.1. Documentation Management System (DMS)

solar PV plant documentation is crucial for an in-depth understanding of
the design, configuration and technical details thereof. it is the asset owner’s
responsibility to provide those documents and if not available, they should,
as best practice, be recreated at the asset owner’s cost. 

Before assuming any maintenance and/or operational activities, it is important
to understand in-depth the technical characteristics of the asset. there are
two important aspects related to the management of this information:

• information type and depth of detail / as-built documentation

• management and control

moreover, for quality / risk management and effective operations
management a good and clear documentation of contract information,
plant information, maintenance activities and asset management are
needed over the lifetime of the plant. this is what is called here: 

• Record control (or records management)

nowadays, there are different Dmss available and described by a series of
standards (iso) that can be implemented. this is an important requirement
that would allow any relevant party to trace any changes during the lifetime
of the plant’s operation and follow up accordingly (e.g. when the o&m
Contractor changes, or the teams change, or the plant is sold etc).

Information type and depth of detail / as-built documentation

the documentation set accompanying the solar PV plant should, as a best
practice, contain the documents described in the annex. the ieC 62446
standard can also be considered to cover the minimum requirements for
as-built documentation.
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in general, for optimum service provision and as a best
practice, the o&m Contractor should have access to all
possible documents (from the ePC phase). the site
operating Plan is the comprehensive document
prepared and provided by the plant ePC, which lays out
a complete overview of the plant location, layout,
electrical diagrams, components in use and reference
to their operating manuals, eH&s rules for the site and
certain further topics. all detailed drawings from the ePC
need to be handed over to the o&m Contractor and
being stored safely for immediate access in case of PV
plant issues or questions and clarifications with regards
to permits and regulation. 

Management and control

Regarding the document control, the following
guidelines should be followed:

• Documents should be stored either electronically or
physically (depending on permits/regulations) in a
location with controlled access. an electronic copy of
all documents should be available for all documents.

• only authorised people should be able to view or
modify the documentation. a logbook of all the
modifications should be kept. as a best practice,
such a logbook should contain minimally the
following information:

• name of person, who modified the document

• Date of modification

• Reason of modification and further information,
e.g. link to the work orders and service activities

• Versioning control should be implemented as a best
practice. involved people should be able to review
past versions and be able to follow through the
whole history of the document.

Record control

a key point is that necessary data and documentation are
available for all parties in a shared environment and that
alarms and maintenance can be documented in a
seamless way. Critical to the operations team is that the
maintenance tasks are documented back to and linked
with the alarms which might have triggered the
respective maintenance activity (work order
management system log). Photographs from on-site
should complement the documentation (when
applicable) – photo documentation. tickets (ticket
interventions) should be stored electronically and made
available to all partners. the asset owner should also
maintain ownership of those records for future references.

to learn from the past and ongoing operation and
maintenance and to then be able to improve
performance via for example Predictive maintenance in
the following years, it is crucial that all data is stored and
that all workflows and alarms are stored to create
automatic logbooks of operation and maintenance and
alarms. such data collection together with those
acquired by the monitoring tool can be used for further
analysis and future recommendations to the client.
such analysis and the respective outcomes should also
be recorded.

last but not least, there should be a proper
documentation for the curtailment periods as well as
the repairing periods when the plant is fully or partly
unavailable. this will all be recorded by the monitoring
system to be able to measure lost energy during
maintenance activities. For this, having the correct
reference values at hand is crucial. For important
examples of input records that should be included in
the record control, see Annex c. 

as in the case of the as-built documentation, all records,
data and configuration of the monitoring tool and any
sort of documentation and log that might be useful for
a proper service provision must be backed up and
available when required. this is also important when
the o&m Contractor changes.

6 POWER PLANT OPERATION /  ContinueD
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the analysis should also include the option for having
custom alarms based on client specific thresholds such
as for example business plan data or real-time
deviations between inverters on site. 

in particular, the agreed KPis should be computed and
reported (see 10. Key Performance Indicators). special
attention should be paid to the fact that such KPi
calculations should take into consideration the
contractual parameters between o&m Contractor and
asset owner, in order to provide an accurate and useful
calculation for evaluation and eventually liquidated
damages or bonuses.

6.4. Optimisation of O&M

an essential part of operations is the analysis of all the
information generated throughout o&m, such as
Response time, and how this correlates to the various
classification of events and root causes. another vital
part of operations is the analysis of costs incurred for
various interventions, categorised into materials and
labour. Having such information helps to further
optimise the asset by reducing production losses and
the cost of o&m itself.

6.5. Predictive Maintenance

Predictive maintenance is a special service provided by
o&m Contractors who follow best practices principles.
it is defined as a condition based maintenance carried
out following a forecast derived from the analysis and
evaluation of the significant parameters of the
degradation of the item (according to en 13306). a
prerequisite for a good Predictive maintenance is that
the devices on site can provide information about their
state, in such a way that the o&m contractor can
evaluate trends or events that signal deteriorations of
the device. as a best practice, the device manufacturer
should provide the complete list of status and error
codes produced by the device together with the detailed
description of their meaning and possible impact on the
function of the device. additionally, a standardisation of
status and error codes through inverters and
dataloggers within a same brand should be followed
and, in the future, this standardisation should be
common to all manufacturers. 

6.2. Plant performance monitoring 
and supervision

the operations team of the o&m Contractor is
responsible for continuous monitoring and supervision
of the PV power plant conditions and its performance.
this service is done remotely through the use of
monitoring software system and/or plant operations
centres. the o&m Contractor should have full access to
all data collected from the site in order to perform data
analysis and provide direction to the maintenance
service provider/team.

Besides the data from the site, if a CCtV system is
available on site, the o&m Contractor should, as a best
practice, be able to access it for visual supervision and
also have access to local weather information.

the o&m Contractor is responsible for being the main
interface between the plant owner, the grid operator
and the regulator (if applicable) over the lifetime of the
o&m contract regarding production data. the
operations team should be staffed to provide services
and be reachable by the asset owner via a hotline
during daytime, when the system is expected to
generate electricity. the operations team is also
responsible to coordinate accordingly with the
maintenance service provider/team.

For more information on monitoring requirements, see
9. Data and monitoring requirements.

6.3. Performance analysis and improvement

the o&m Contractor makes sure that the performance
monitoring is correct.

in general, the data should be analysed down to the
following levels:

1. Portfolio level (group of plants) under control of the
o&m Contractor (minimum requirement).

2. Plant level (minimum requirement).

3. inverter level (minimum requirement).

4. string level (as a recommendation).

the analysis should furthermore show the required data
on the specific levels listed above and for different time
aggregation periods from the actual recording interval
up to monthly and quarterly levels. 
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6 POWER PLANT OPERATION /  ContinueD

the asset owner or interested party that wants to
benefit from Predictive maintenance should, as a best
practice, select “intelligent” equipment set with
sufficient sensors, and opt for an appropriate
monitoring software system which should be able to
provide basic trending and comparison (timewise or
between components and even between PV sites)
functionality (minimum requirement). 

the operations team of the o&m Contractor does
Predictive maintenance thorough continuous or regular
monitoring, supervision, forecast and performance data
analysis (e.g. historical performance and anomalies) of
the PV plant (at the DC array, transformer, inverter,
combiner box or/and string level). this can identify
subtle trends that would otherwise go unnoticed until
the next circuit testing or thermal imaging inspection
and that indicate upcoming component or system
failures or underperformance (e.g. at PV modules,
inverters, combiner boxes, trackers etc level). 

Before deciding which Predictive maintenance actions
to recommend, the operations team should implement
and develop procedures to effectively analyse historical
data and faster identify behaviour changes that might
jeopardise systems performance. these changes of
behaviour are usually related to the pre-determined or
unpredicted equipment degradation process. For this
reason, it is important to define and to monitor all
significant parameters of wear-out status, based on the
sensors installed, algorithms implemented into the
supervision system and other techniques.

Following such analysis, the maintenance team can
implement Predictive maintenance activities to prevent
any possible failures which can cause safety issues and
energy generation loss.

For an efficient Predictive maintenance, a certain level of
maturity and experience is required, which is at best a
combination of knowledge of the respective system’s
performance, related equipment design, operation
behaviour and relevant accumulated experience and track
record from the service provider. normally it is a process
that starts after the implementation of an appropriate
monitoring system and the recreation of a baseline. such
baseline will then represent the entire PV system operation
as well as how equipment interact with each other and
how this system reacts to “environmental” changes. 

Predictive maintenance has several advantages, including:

• optimising the safety management of equipment
and systems during their entire lifetime;

• anticipate maintenance activities (both corrective
and preventive);

• Delay, eliminate and optimise some maintenance
activities;

• Reduce time to repair and optimise maintenance
and spare Parts management costs;

• Reduce spare parts replacement costs and

• increase availability, energy production and
performance of equipment and systems;

• Reduce emergency and non-planned work;

• improve predictabilit. 

the following three specific examples show how
Predictive maintenance might be implemented.

Example 1 – an o&m Contractor signs a new contract for
a PV plant equipped with central inverters. analysing its
back-log of maintenance, the o&m Contractor knows
that these inverters showed several times in the past
signs of power loss due to overheating. this might be
related to problems in the air flow, filter obstructions,
fans or environmental changes (high temperature during
summer). it was decided to monitor the temperature of
iGBts (insulated-Gate Bipolar transistors). Before any
emergency action might be needed, in case these
components have some variations in their behaviour, an
“air flow inspection” is performed to detect if this change
is related to the air flow. this type of activity is a
condition based inspection performed after the
detection of a change in a significant parameter. it is also
considered as a type of Predictive maintenance. the final
purpose is to identify if, for example, the ventilation
systems will need some upgrade, replacement or if there
is any type of air flow obstruction or even if it is required
to anticipate replacing or cleaning the filters.

Example 2 – the operations team detects a possible
underperformance of one of the sections inside the PV
plant. this could be the power transformer, the inverter
or some particular PV generator area that presents a
lower performance when compared with others in the
same conditions (or past behaviours evidence of loss of
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production). after the anomaly detection or recognition,
an incident is created and immediately sent to the
maintenance team. Before anything happens that might
jeopardise contractual guarantees and might need
urgent interventions, the o&m Contractor decides to do
a “General infrared inspection” in the PV field taking
general pictures with RPas (Remotely Piloted aircraft
systems), also known as drones. the main purpose of
this inspection is to identify possible problems related
to PV modules that might justify the loss of performance.
this is considered as a type of Predictive maintenance.

Example 3 – the operations team or the inverter
provider monitors all critical parameters of the inverter
and can provide information related to the health and
performance of each individual inverter as an absolute
value or as a relative comparison of different inverters
at one PV site, or compare batch of inverters between
different PV sites. this type of information can help o&m
Contractors to operate PV sites more cost effectively
without compromising the equipment health. on the
other side, asset manager (or owner) can also compare
how inverters are aging at various sites managed by
different o&m companies and evaluate how well their
investment is being managed. For instance, one o&m
Contractor perceived as more expensive might be
providing more regular care to the inverters compared
to another; as a result, the inverters are operating in
better condition and are not ageing as fast, resulting in
less stress and lower expected failure. 

6.6. Power plant controls

if applicable, the operations team is the responsible
contact for the grid operator for plant controls. the
operations team will control the plant remotely (if
applicable) or instruct the qualified maintenance
personnel to operate breakers/controls on site. the
o&m Contractor is responsible for the remote plant
controls or emergency shut-down of the plant, if
applicable and in accordance with the respective grid
operator requirements and regulations (see also 6.8.
Grid code compliance). the plant control function varies
from country to country and in some cases from region
to region. the respective document refers to details in
PV plant control regulation which are issued by the
respective grid operator and (energy market) regulator.

the Power Plant Controller itself is a control system that
can manage several parameters such as active and
reactive power and ramp control of PV plants. the set

points can normally be commanded either remotely or
locally from the sCaDa. moreover, the system should be
password protected and log all the executed
commands. any executed commands should release
real-time notifications to the operations team.

the following list shows typically controlled parameters
in a PV plant:

• absolute active Power Control

• Power Factor Control

• Ramp Control (active and Reactive Power if needed)

• Frequency Control 

• Reactive Power Control

• Voltage Control

6.7. Power Generation Forecasting

if the asset owner requires Power Generation Forecasts,
the o&m Contractor may supply such forecasts (usually
for large scale plants). Forecasting services for PV power
generation are generally offered by operators of PV
monitoring services, however external services can also
provide this function. For the state of the art of PV power
forecasting, the paper of (Pelland et al. 2013) can be used
as a reference. When the asset owner requires Power
Generation Forecasting from the o&m Contractor, they
could choose a service level agreement with the forecast
provider. this kind of activities may have an influence on
the contract agreement for electricity dispatching
between the asset owner and a trading service provider. 

the requirements for such forecasts may differ from
country to country and also depends on the contract
agreement for electricity dispatching between the asset
owner and a trading service provider. Forecast
requirements are characterised by the forecast horizon, the
time resolution, and the update frequency, all depending
on the purpose. For power system or power market related
purposes, forecast horizons are typically below 48 hours
and the time resolution is 15 minutes to one hour, in line
with the programme time unit of the power system or the
market. Common products are day-ahead forecasts, intra-
day forecasts and combined forecasts. Day-ahead
forecasts are typically delivered in the morning for the next
day from 0 to 24 and updated once or twice during that
day. intraday forecasts are delivered and updated several
times per day for the rest of the day and should be
delivered automatically by the forecast provider. 
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6.9. Management of change

in the event that the design of a PV power plant needs to
be adjusted after the Commercial operation Date, the
o&m Contractor should, as a best practice, be involved
by the asset owner and the ePC Contractor and can be a
main contributor if not the leader of this change process.
Reasons for such changes can be motivated by non-
compliance of the PV power plant with the capacity
predicted by the ePC, by regulation (introduction of new
PV power plant controls regulations), by the unavailability
of spare parts or components, or by an interest to
upgrade the PV power plant. these events would cause
some new design works for the PV power plant,
procurement and installation of equipment and will lead
to adjustment of operation and maintenance procedures
and/or documentation. it may also impact certain
performance commitments or warranties provided by the
o&m Contractor, which need to be adjusted.

in any such case, the o&m Contractor should to be
involved in such changes to the PV power plant from the
beginning. Concepts, design works and execution need
to be coordinated with ongoing o&m activities.
implementation to the plant sCaDa and monitoring
system is required. For data continuity and long-term
analysis, the monitoring system should be able to trace
all changes of electrical devices. this should include
documentation of inverter replacement date,
manufacturer and type, and serial number in a structured
way for further analysis (e. g. spare part management,
Predictive maintenance analysis). the monitoring of
replaced devices will also facilitate the o&m Contractor
to verify that the new component is correctly configured
and is sending data of good quality. adjustments to the
site operating Plan, the annual maintenance Plan and
the annual maintenance schedule need to be applied
and the o&m Contractor needs to familiarise the o&m
staff with the operating manuals of the new equipment.
such change will have a definite impact on spare Parts
management and inventory (replacement). Depending
on the significance of such changes, the o&m annual fee
might need to be adjusted. 

it is advisable that the o&m Contractor takes the lead in
the process of such change. the o&m Contractor is the
trusted partner of the asset owner and should advise the
owner in the decision making of such change processes.
in the case of major changes the owner should also
consider to inform lenders in the decision process and
provide concepts, proposals and calculations. 

For long-term planning of unit commitment and
maintenance decisions, forecasts with longer time
horizons are used, typically one week or more.

PV Power Generation Forecasts rely on numerical weather
predictions, satellite data and/or statistical forecasting and
filtering methods. most products combine several of these
techniques. Good practice requires numerical weather
predictions for day-ahead forecasting and a combination
with satellite data for intra-day forecasts. in all cases, good
practice requires statistical filtering which in turn requires
a near-real-time data feed from the monitoring system to
the forecast provider. For best practice, the forecast
provider should also be informed about scheduled
outages and the expected duration of forced outages.

the most common KPis for forecast quality are the Root
mean square error (Rmse) and the mean absolute error
(mae). they are normalised to peak power and not to
energy yield.

6.8. Grid code compliance 

the o&m Contractor, and in particular the operations
team is responsible to operate the PV plant in
accordance with the respective national grid code. the
operator of the grid, to which the PV plant is connected
(either low voltage grid or medium voltage grid or high
voltage grid) provides the requirements for power
quality, voltage regulation and management of active
and reactive power. in some countries (and/or regions)
specific grid codes for renewable energy generators and
consequently solar PV plants have been issued.

Depending on the voltage level of the grid the plant is
connected to, the specificities and quality requirements
for the PV plant change. a higher level of the grid usually
has more specific and higher quality requirements.

most of the utility scale PV plants in europe connected
to a grid are required to be controllable to meet the grid
operator requirements. such plant controls allow the
grid operator to adjust the power output from the PV
plant according to the grid capacity and power
frequency requirements.

it is expected, that the o&m Contractor is familiar with all
the details of the grid code and grid operator
requirements. Depending on the regulations, either the
grid operator himself is steering the PV plant controller
(with remote signals) or the operations team is managing
the plant controller per direction of the grid operator.
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the fixed o&m fee does not usually cover such services.
the asset owner and the o&m Contractor should manage
changes in a rather formalistic way. this procedure might
include the following steps: description of proposed
change (including time plan, costs, consequences, and
alternatives), authorisation of the change by the asset
owner, realisation of the change, documentation by the
o&m Contractor and acceptance.

6.10. Power plant security

it is important that the solar PV plant, or key areas of it, are
protected from unauthorised access. this serves the dual
purpose of protecting the equipment of the plant and also
keeping members of the public safe. unauthorised access
may be accidental, people wandering into the plant
without realising the dangers, or it may be deliberate for
the purposes of theft or vandalism. 

together with the o&m Contractor and the security
service provider, the asset owner will put in place a
security Protocol in case an intrusion is detected.

in most countries there are strict legal requirements for
security service providers. therefore, PV power plant
security should be ensured by specialised security service
providers subcontracted by the o&m Contractor. the
security service provider will be responsible for the correct
functioning of all the security equipment including
intrusion and surveillance systems as well as processing
alarms arriving from the security system by following the
security Protocol and the use of the surveillance systems
installed on site. the security system provider will be also
responsible for any site patrolling or other relevant
services. the security service provider should also assume
liability for the security services provided. the o&m
Contractor will coordinate with the security service
provider and can optionally act as an interface between
the asset owner and the security service provider.

a security system may be formed of simple fencing or
barriers but may also include alarm detection and
alerting systems and remote closed-circuit television
(CCtV) video monitoring. an access protocol would be
required if solar plants have CCtV when reactive and
planned works are carried out. this will ensure that
authorised access is always maintained. this can be

done by way of phone with passwords or security pad
codes, both of which should be changed periodically.

For additional security and in high-risk areas it is advised
that there is a backup communication line installed (the
first thing that gets damaged in case of vandalism is the
communication with the surveillance station) as well as
an infrastructure for monitoring connectivity and
communication with the security system. as well as any
remote monitoring, it is likely that provision for onsite
attendance is required when significant events occur.
Processes for liaison with local emergency services, e.g.
police, should be considered.

Within the solar plant, there may also be additional
areas with restricted access, for example locations
containing High Voltage equipment. When authorising
access to the parks it is important that all workers or
visitors are appropriately informed of the specific access
and security arrangements and where they should or
should not be. Warning signs and notices can form an
important part of this and may be mandated depending
on local regulations.

as well as the general security of the site over the
lifetime of the park, particular attention should be made
to periods of construction or maintenance when usual
access arrangements may be different. it is important
that security is maintained at all times particularly when
there are activities that may be of more interest to
members of the public, children or thieves.

the asset owner will likely have insurance policies in
place directly or indirectly and these will be dependent
on certain levels of security and response being
maintained. Failure to meet these may have important
consequences in the case of an accident or crime. 

6.11. Reporting and Technical Asset Management

the operations team is responsible for providing
periodic reporting to the asset manager or directly to the
asset owner. in many cases, the operations team also
assumes further technical asset management
responsibilities. For more details on reporting and other
technical asset management tasks, see 5. Technical
Asset Management.
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this chapter is about the various
responsibilities and tasks related to
Maintenance. Maintenance is usually
carried out on-site by specialised
technicians or subcontractors, 
in close coordination with the
Operations team’s analyses.

7.1. Preventive Maintenance

Preventive maintenance activities are the core element of the maintenance
services to a PV plant. it comprises regular visual and physical inspections, as
well as verification activities conducted with specific frequencies of all key
components which are necessary to comply with the operating manuals and
recommendations issued by the original equipment manufacturers (oems).
it must also maintain the equipment and component warranties in place and
reduce the probability of failure or degradation. the activities should also
comply with respective legal issues e.g. national standards for periodic
inspection of certain electrical components. technical experience and
relevant track records will optimise the activities further. the o&m contract
should include this scope of services and each task frequency.

this maintenance is carried out at predetermined intervals or according to
prescribed oem and o&m manuals. these are included in a detailed annual
maintenance Plan which provides an established time schedule with a
specific number of iterations for carrying out the maintenance. 

it is under the responsibility of the o&m Contractor to prepare the task plan
until the end of the contract, following the periodicities or frequencies
contracted. these activities should be reported to the Client (asset owner or
asset manager). the reporting of this activity is important to follow up the plan. 

the “annual Maintenance Plan” (see Annex or download it from
www.solarpowereurope.org) developed as an attachment of this report
includes a list of regular inspections per equipment (e.g. module, inverter
etc) and per unit of equipment (e.g. sensors, fuses etc). 

examples of Preventive maintenance can also be ad-hoc replacement of
parts of inverters or sensors (Predictive maintenance). in general, outside of
the equipment warranty terms or after its expiration it is important to follow
detailed Preventive maintenance procedures, which are agreed upon in the
annual maintenance Plan.

in cases where downtime is necessary to perform Preventive maintenance,
the execution of Preventive maintenance activities during the night would
be considered best practice as the overall power generation is not affected.

POWER PLANT 
MAINTENANCE
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3rd level: intervention to restore device functionality with
a necessity to intervene on the software of the device. in
general, this kind of Corrective maintenance includes
both labour activity carried out by specialised technician
(that could belong to the o&m maintenance team or be
subcontracted) and, often, also an intervention on behalf
of the device manufacturer’s maintenance team or of
other external companies that have been licensed by the
device manufacturer to intervene and restore device
functionality. this activity could be included in the o&m
agreement or billed separately to it, depending on the
specific scope of work agreed between the parties.
Generally however, this intervention is excluded by the
contractual scope of work especially when the device
manufacturers’ maintenance team or third party
licensed company needs to intervene. By way of an
example a 3rd level Corrective maintenance could
involve a device fault without apparent reason or specific
broken component that could be restored only through
reconfiguration or software update by the manufacturer.

the scope of Corrective maintenance activities and its
“border” or definition with respect to Preventive
maintenance requires specific attention and it should
be properly defined in the maintenance contract. For an
easier comprehension, an example is presented below:

• a cable termination tightening activity using a torque
device for the correct fixation should be under the
Preventive maintenance scope of works, but
depending on the quantity and/or frequency, it could
be considered a Corrective maintenance activity. 

usually the Corrective maintenance is contractually
obliged to comply with contractually agreed minimum
Response times (see 10.2.3. Response Time and 10.3.2.
Response Time guarantee). 

Contractual agreements can foresee that the included
Corrective maintenance will be capped on a per year
basis. Depending on the type of the asset owner being
a pure financial investor or an energy producer (e.g.
utility or iPP) the requirements for coverage under the
Corrective maintenance will vary.

interventions for reconditioning, renewal and 
technical updating, save for the cases where those
actions are directly included in the scope of the
contract, should be excluded from Corrective
maintenance and included in the extraordinary
maintenance (see 7.3. Extraordinary Maintenance).

7.2. Corrective Maintenance

Corrective maintenance covers the activities performed
by the maintenance team in order to restore a PV plant
system, equipment or component to a status where it
can perform the required function. the Corrective
maintenance takes place after a failure detection either
by remote monitoring and supervision or during regular
inspections and specific measurement activities (see
also the “Annual Maintenance Plan” attachment). 

Corrective maintenance includes three activities:

1. fault diagnosis also called troubleshooting to
identify fault cause and localisation; 

2. temporary repair, to restore the required function
of a faulty item for a limited time, until a Repair is
carried out;

3. repair, to restore the required function permanently.

in cases where the PV plant or segments need to be
taken offline, the execution of scheduled Corrective
maintenance during night or low irradiation hours
would be considered best practice as the overall power
generation is not affected.

Corrective maintenance can be divided into three levels
of intervention:

1st level: intervention to restore the functionality of a
device without the need for substituting a component.
in general, this kind of Corrective maintenance includes
only labour activity carried out by a specialised
technician (that could belong to the o&m maintenance
team or be subcontracted). this activity could be
included in the o&m agreement or billed separately on
hourly rates on top of the o&m contract, depending on
the specific scope of work agreed between the parties.
By way of an example it could consist of repairing a
device that stopped due to a failure.

2nd level: intervention to restore the functionality of a
device that requires substitution of a component. in
general, this kind of Corrective maintenance involves
labour activity carried out by a specialised technician
(that could belong to the o&m maintenance team or be
subcontracted) plus the physical intervention on the
device in order to substitute a part of it. an example
would be an inverter fan failure where the maintenance
team intervenes to substitute the fan in order to restore
inverter functionality.
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7.3. Extraordinary Maintenance

extraordinary maintenance actions are necessary when
major unpredictable events take place in the plant site
that require substantial activities and works to restore the
previous plant conditions or any maintenance activity
generally not covered or excluded from the o&m Contract. 

Generally, these activities are billed separately in the
o&m contract and are managed under a separate order.
it is advisable that the o&m contract includes the rules
agreed among the parties to prepare the quotation and
to execute the works. Both a “lump sum turn-key” or a
“cost-plus” method can be used for such purposes.

extraordinary maintenance interventions are required for:

• damages that are a consequence of a Force majeure
event;

• damages as a consequence of a theft or fire; 

• serial defects or endemic failures1 on equipment,
occurring suddenly and after months or years from
plant start-up;

• modifications required by regulatory changes.

in case the o&m Contractor was not the ePC of the plant,
it is to be considered that also the following occurrence is
an extraordinary maintenance:

• major issues of which o&m Contractor becomes
aware during its ordinary activity i.e. defects or other
problems that are not a consequence of equipment
wear or deterioration and that are not of the o&m
Contractor’s responsibility because they can be
reasonably considered to have been caused by
design mistakes (e.g. “hidden” defects that require
re-engineering). 

although not necessarily maintenance interventions, also
the following can be included in the extraordinary
maintenance list, or at least managed with same rules: 

• improvement and revamping (restoring and
optimisation) activities etc. 

after the approval by the asset owner of the o&m
Contractor’s proposal, activities may commence, subject

to availability of the required equipment and special
machinery (if required).

the potential loss of energy between the event occurrence
and full repair generally cannot be considered in the sPV
financial model, but it has to be considered that many of
the above events are reimbursed to the asset owner by
the insurance company under any “all Risk insurance”
coverage that is in place.

Best Practices of o&m agreements regarding extraordinary
maintenance activities include:

• general rules to quantify price and schedule to
perform repair activities, and the right of the asset
owner to ask for third party quotations to compare
to the quotation of the o&m Contractor; in this case
a “right-to-match” option should be granted to the
o&m Contractor;

• the obligation for the asset owner to have in place
a consistent “all Risk Property” insurance including
loss of profit.

7.4. Additional services

the o&m agreement can foresee services other than
those pertaining to electrical and mechanical plant
maintenance as per the above sections. some of these
additional services are generally included in the scope
of work and the o&m annual fixed fee and some are not. 

additional services not included in the o&m contract
scope of work can be requested on demand and can
either be priced per service action or based on hourly
rates applicable to the level of qualification of staff
required to perform the works. these hourly rates
usually escalate at the same rate as the o&m service fee.
in some cases, a binding price list for the delivery of
some of these additional services can be included in the
o&m contract as well.

table 2 presents a non-exhaustive list of additional
services. For more information on general market trends
as regards to whether these additional services are
generally included in the o&m agreement or not, see
11.1. Scope of the O&M contract.

7 POWER PLANT MAINTENANCE /  ContinueD

1 For a definition of endemic failures and its repercussions in terms of
warranty, see 5.3. Warranty management.
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note that some of these items can be considered as a
part of the Preventive maintenance. this depends on
the agreement between the asset owner and the 
o&m Contractor.

ADDITIONAL SERVICES 

Pv site maintenance module cleaning 

Vegetation management 

snow or sand removal

General site maintenance Pest control

Waste disposal

Road management

Perimeter fencing repair

maintenance of buildings

maintenance of security equipment

On-site measurement Weekly/monthly meter readings

Data entry on fiscal registers or in authority web portals for Fit tariff or other support scheme
assessment (where applicable)

string measurements – to the extent exceeding the agreed level of Preventive maintenance

thermal inspections – to the extent exceeding the agreed level of Preventive maintenance

taBlE 2 ExaMPlES fOr addItIOnal MaIntEnancE SErvIcES
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It is important to differentiate
between consumables and Spare
Parts.

“consumables” are items which
may be depleted or worn out by use
and become incorporated into
other items and lose their identity
upon such incorporation and
cannot be used for their intended
purpose without extinguishing or
transforming their substance,
necessary to the regular operation
of the PV Plant, to the extent that
those are not a part of the spare
Parts. o&m Contractors should
always have consumables on stock
and maintenance crews should
carry consumables with them,
together with the relevant tools.

“Spare Parts” are all the items
(materials and equipment such as
modules inverters) listed on the
“spare Parts list”, not in use or
incorporated in the PV plant,
intended to replace similar items in
the PV plant.

spare Parts management is an inherent and substantial part of o&m that
should ensure that spare parts are available in a timely manner for
Corrective maintenance in order to minimise the downtime of (a part of) a
solar PV plant. as regards to spare Parts management, the following
considerations have to be made:

• ownership and responsibility of insurance

• stocking level

• location of storage

• Proximity to the plant

• security

• environmental conditions 

ownership of spares is with the asset owner while normally maintenance,
storage and replenishment is the responsibility of the o&m Contractor.
Besides ownership matters, it is very important to make sure, upon mutual
agreement, that one of the parties undertakes the responsibility of insuring
the spares: as a recommendation spare parts stored on-site should be
insured by the asset owner and spare parts stored off-site should be insured
by the o&m Contractor.

For a new PV plant, the initial spare parts for two years from CoD are
procured by the asset owner or the ePC on behalf of the asset owner.
However, it is best practice for the ePC and o&m Contractor to have agreed
upon the list. the o&m Contractor should, as a best practice, recommend
additional spares that they deem necessary to meet the contractual
obligations (e.g. availability guarantees).

Generally, it is not economically feasible to stock spare parts for every
possible failure in the plant. therefore, the o&m Contractor together with the
asset owner should define the stocking level of specific spare parts that make
economic sense (Cost-Benefit analysis). For example, if a specific part in a

SPARE PARTS
MANAGEMENT

8
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solar PV plant has a frequency of failure at least of once
every year or more and the loss of revenues due to such
failure is greater than the spare part cost, it is important
to have such a spare part available.

Regarding the stocking level, due to the very different
configurations and sizes of solar PV plants, it is very
difficult to define a hard number for stocking specific spare
parts. Furthermore, the regional portfolio of the o&m
Contractor might also influence this and as it was
mentioned above, the determination of spare items and
quantity is also driven by the o&m Contractor’s contractual
commitments and guarantees. in an attempt to define the
stocking levels of spare Parts and Consumables, the
following parameters should be taken into consideration:

• Frequency of failure

• impact of failure

• Cost of spare Part

• Degradation over time

• Possibility of consignment stock with the
manufacturer

• equipment reliability

However, for any given utility scale solar PV system (big
or small) there are certain spare parts that could be
considered as essential to have – no matter the cost
which is normally system size dependent. 

table 3 below summarises a minimum list. this list is not
exhaustive and system requirements and technology
developments can lead to this list being updated. 

Regarding the storage and warehousing, this should be
done in locations where the spare parts cannot be
damaged (e.g. from humidity or high temperature
variations) and are easily identifiable as being owned by
the asset owner. additionally, the storage sites should
have appropriate security measures. 

the decision for having either onsite or an offsite
warehouse facility or just an agreement with the
suppliers to provide the spare parts depends on many
factors, including the kind of part, the commercial
agreement, and the facilitation of the service provision.
if the spare parts owned by the asset owner are stored
off-site, such spares should be stored separately and be
clearly identified as the property of the asset owner.

While proximity to the plant is a parameter that needs to
be evaluated on a case by case basis, security and
environmental conditions are very important as they could
lead to a loss of property either through thefts or damage. 

NO. SPARE PART

1 Fuses for all equipment (e.g. inverters, combiner boxes etc) and fuse kits 

2 modules

3 inverter spares (e.g. power stacks, circuit breakers, contactor, switches, controller board etc) 

4 uninterruptible Power supply (uPs) 

5 Voltage terminations (mV) 

6 Power Plant controller spares 

7 sCaDa and data communication spares 

8 transformer and switchgear spares 

9 Weather station sensors 

10 motors and gearboxes for trackers 

11 Harnesses and cables 

12 screws and other supplies and tools 

13 security equipment (e.g. cameras)

taBlE 3 MInIMuM lISt Of SParE PartS (nOn-ExHauStIvE)
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In general, the monitoring system
should allow follow-up on the
energy flows within a photovoltaic
system. In principle it reports on
the parameters that determine the

energy conversion chain. these parameters, along with the most
important energy measures in terms of yields and losses are illustrated
in figure 2. these yields and losses are always normalised to installed Pv
power at standard test conditions in kilowatt-peak for ease of
performance comparison.

DATA & MONITORING
REQUIREMENTS
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2 the figure is redesigned and based on a figure produced by 3e and
published in (Woyte et al. 2014)
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9.1. Data loggers

the main purposes of a datalogger are:

• Collecting data of relevant components (inverters,
meteo data, energy meter, string combiners, status
signals) with every device registered separately.

• Basic alarm functionality (e.g. Field Communication
issues, time critical events like aC off).

• Provide a temporary data backup (in case of
missing internet connection during commissioning
or general internet-related communication issues).

• support the technicians during commissioning (e.g.
checking whether all inverters work and feed-in).

in addition to this, some dataloggers can also provide
the following functions:

• Power Plant Controller (monitoring & Control should
be managed by one instance to avoid communication
issues regarding concurrent access). the Power Plant
Controller can be integrated in the datalogger or can
be a separate device using the communication
channel of the datalogger.

• solar energy trading interface (control the active
power by a third-party instance like energy trader)

the recording interval (also called granularity) of the
datalogging should range from 1 minute to 15 minutes.
Within one monitoring environment granularity should
be uniform for all the different data collected. 

as a minimum requirement, data loggers should store
at least one month of data. Historical data should be
backed up constantly by sending it to external servers
and, after every communication failure, the data logger
should automatically send all pending information.
moreover, data transmission should be secure and
encrypted (see 9.9. Cybersecurity). there should also be
a logbook to track configuration changes (especially
relevant when acting as Power Plant Controller).

as a best practice, the data logger should store a minimum
of three months of data locally and a full data backup in
the cloud. moreover, the operation of the data logger itself
should be monitored. such monitoring should be done
out of an independent server remotely and should ideally
deliver information on the status of operation of the data
loggers on operating system (os) and hardware level and
also provide alerts to the operations room in case of
failures and communication loss.

Best practice is to have dataloggers and routers constantly
monitored by a watchdog device (response to ping
pos./neg.) on site. in case of no response to the control unit,
the power supply will be interrupted by the watchdog unit
performing a hard reset on the stopped equipment. in
cases where it is not possible to have an external watchdog
it can be useful to have an automatic reboot function.

the entire monitoring installation should be protected by
an uninterruptable power supply (uPs). this includes data
loggers, network switches, internet modems/routers,
measurement devices and signal converters.

For more information, see also IEC 61724-1 Photovoltaic
system performance – Part 1: Monitoring.

9.2. Monitoring (web) portal

the main purposes of the monitoring portal are:

• long-term archive for the monitoring data

• Visualisation of data in standard and specific diagrams

• Visualisation of Key Performance indicators and plant
status on dashboard views

• Validation of data quality (e.g. through calculation
of data availability) 

• Detection of malfunctions as well as long term
degradations with customisable alarms

• Handling of alerts from field devices like dataloggers
or inverters

• Calculate typical Key Performance indicators (such as
Performance Ratio and availability) with the possibility
to adapt parameters

• Creation of reports for single plants as well as for
portfolios

• making data available via a standardised aPi for use
in other systems

the monitoring portal should fulfil the following
minimum requirements:

• accessibility level of at least 99% across the year

• Responsible interface and/or apps dedicated to use
cases (on-site service, investor etc)

• Different user access level

• Graphs of irradiation, energy production, performance
and yield
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• Downloadable tables with all the registered figures

• alarms register

as best practice, the following features will also be
included in the monitoring Portal:

• Configurable user interface to adjust the views
depending on the target group (e.g. o&m manager,
ePC, investor, asset manager)

• user configurable alarms

• user configurable reports

• ticket system to handle alarm messages

• Plant specific KPis

• integrate third Party Data (e.g. solar power forecast,
Weather data, satellite data for irradiance)

• Frequency of data should be adaptable for downloads
of figures and tables

the above lists are not exhaustive.

9.3. Data format

the data format of the recorded data files must respect
standards such as ieC 61724 and has to be clearly
documented. Data loggers should collect all inverter
alarms in accordance with original manufacturers
format so that all available information is obtained.

9.4. Configuration

the configuration of the monitoring systems and data

loggers needs to be checked in order to avoid mistakes.
this is normally done at commissioning phase or at
plant takeover by a new o&m Contractor
(recommissioning of the monitoring system). 

During commissioning each single equipment
monitored should be checked to make sure it is properly
labelled in the monitoring system, this can be done by
temporarily covering insolation sensors or switching off
others such as string boxes or inverters.

the best practice is to have a monitoring system capable
to read and record all iDs from all sensors and equipment
monitored, which will reduce the possibility of
mislabelling elements and to trace equipment and sensor
replacement along the life of the facility. some monitoring
systems have even an auto-configuration feature (plug-
and-play) that reduces start-up time and potential
mistakes. this it is done by capturing automatically the
device iD and configuration information. this also allows
for automatic inverter or sensor replacement detection.

9.5. Interoperability

as best practice, the system should ensure open data
accessibility, in order to enable easy transition between
monitoring platforms. table 4 below shows some examples
of data integration options. Because of the lack of unifying
standards this is normally not the case and every
monitoring system provider has its own method to store
and retrieve data. Best practice systems have the possibility
to retrieve data by using open aPis such as Restful,
providing interoperability between different systems.

9 DATA & MONITORING REQUIREMENTS /  ContinueD

taBlE 4 ExaMPlES Of data IntEGratIOn OPtIOnS

METHOD ADVANTAGES DISADVANTAGES

ftP Push easy to implement
no need for additional hardware

not secure
limited control of data flow to the FtP server

Modbus/tcP 
(with additional logger
on site)

Reliable and secure
Best control of data flow

additional cost for additional hardware
more time-consuming implementation
Relies on the existing monitoring system hardware, hence two
hardware vendors involved

aPI (or similar) 
in the cloud

Fast and easy to implement
no need for additional hardware
Reliable

small time lag from data collection to final destination
Relies on the existing monitoring system vendor, double
fees for monitoring.
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monitoring service provider (in this case the monitoring
system hardware is the property of the asset owner as
part of the installation):

• if the o&m Contractor is the monitoring service
provider, the o&m Contractor has full responsibility for
protecting and maintaining the data and the proper
functioning of the monitoring system. 

• in case of a third-party monitoring service provider,
the responsibility for protecting and maintaining the
data resides with the third-party monitoring service
provider. the o&m Contractor should use their best
endeavours to make sure the performance
monitoring is correct, to the extent possible. the o&m
Contractor’s ability to properly maintain and use the
monitoring system should be evaluated. if necessary,
the o&m Contractor should be appropriately trained
to use the monitoring system. Data use by third party
monitoring providers should be extremely limited, i.e.
for the sole purpose of correcting bugs and
developing additional functions to their systems.

9.9. Cybersecurity

since PV plants will at least include inverters and power
plant controllers (and monitoring systems) and these are
expected to be accessible from (i.e. connected to the)
internet to enable surveillance and remote instructions by
operators, they have significant exposure to cybersecurity
risks. it is therefore vital that installations undertake a cyber
security analysis, starting from a risk assessment (including
analysis at the level of the system architecture) and
implement a cybersecurity management system (Csms)
that incorporates a plan-do-check-act cycle. the Csms
should start from a cybersecurity policy, and definition of
formal cybersecurity roles and responsibilities, and
proceed to map this onto the system architecture in terms
of detailed countermeasures applied at identified points
(e.g. via analysis of the system in terms of zones and
conduits). these detailed countermeasures will include the
use of technical countermeasures such as firewalls,
encrypted interfaces, authorisation and access controls,
and audit/detection tools. But they will also include
physical and procedural controls, for example to restrict
access to system components and to maintain awareness
of new vulnerabilities affecting the system components. 

as minimum requirements, loggers should not be
accessible directly from the internet or at least be
protected via a firewall. secure and restrictive connection
to the data server is also important.

9.6. Internet connection

the asset owner should make sure to provide the best
possible network connectivity to the o&m Contractor
with bandwidth that is sufficient for the installed
monitoring system. 

Whenever a Dsl connection is available within the PV-site
area, this should be the preferred way to connect to the
internet, with industrial routers considered as standard.
in case a Dsl connection is not available, satellite
communication is preferred. an additional back-up
system can be seen as best practice. any subscription
should allow for the data quantity required and should
foresee the amount of data (e.g. Closed-Circuit television
(CCtV) or not) and the granularity of data.

9.7. Local Area Network

For PV plants > 1mW it is advised to have a lan
connection and as an alternative an industrial router that
allows for GPRs or satellite communication back-up in
case the lan connection fails. a router with an auto-reset
capability in case of loss of internet connection is
recommended. a direct connection to a monitoring
server with a service-level agreement (sla) guarantees
continuous data access. if data passes via alternative
monitoring servers without sla, (e.g. monitoring portal
of the inverter manufacturer), this sla can no longer be
guaranteed. the automatic firmware updates of the data
logger should be disabled. Firmware updates are subject
to acceptance procedure with the monitoring service.

all communication cables must be shielded. Physical
distances between (DC or aC) power cables and
communication cables should be ensured, as well as
the protection of communication cables from direct
sunlight. Furthermore, cables with different polarities
must be clearly distinguishable (label or colour) for
avoiding polarity connection errors. 

9.8. Data ownership and privacy

the data from the monitoring system and data loggers,
even if hosted in the cloud, should always be owned by and
accessible to the asset owner (or sPV). stakeholders such
as the o&m Contractor, the asset manager or auditors
during due diligence phases that need the data to perform
their duties should be granted access. it is also important
to have at least two access levels (read-only, full access). 

the monitoring system hardware can be provided (and
owned) by the o&m Contractor or a third-party
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as a best practice, dataloggers installed should be
selected following a selection process by the operating
party. For example, an ePC Contractor will choose and
install the first data logger used to monitor the site. this
datalogger should be selected: 

• for its compatibility with the inverters and auxiliary
equipment present on site 

• for any command functionality that may be needed
(this is site type and country specific)

• for its connectivity strength to the internet 

• for its robustness (longevity of life and durability for
the environmental conditions it will be kept in) 

• for its, and the cloud server it is connected to, cyber
security measures

the manufacturer of the datalogger and the monitoring
platform (because these do not have to be one and the
same) should provide information on penetration tests
for their servers, any command protocol activation
channels and security audits for their products.
Command functions should be sent using at a
minimum, a secure VPn connection to the control
device. Best practice would entail double
authentication. Further security measures are advisable. 

For further information, beyond the scope for this
document, please look at the european Parliament’s study
“Cyber security strategy for the energy sector” (eP 2016).

9.10. Types of collected data

9.10.1. Irradiance measurements

Irradiance Sensors. solar irradiance in the plane of the PV
array (Poa) is measured on site by means of at least one
irradiance measurement device according to secondary
standard or First Class quality classification and iso
9060:1990 (iso 9060 1990). the higher the quality of the
pyranometer, the lower the uncertainty will be. Best
practice is to apply at least two pyranometers in the plane
of the PV array. in case of different array orientations within
the plant, at least one pyranometer is required for each
orientation. it should be ensured that the pyranometers are
properly assigned to the different arrays for the calculation
of the Performance Ratio (PR) and expected Yield.

Pyranometers are preferred over silicon reference cells
because they allow a direct comparison of the
measured performance of the PV plant with the
performance figures estimated in the energy yield

assessment. For plants in Central and Western europe,
measuring irradiance with silicon cells yields
approximately 2 to 4% higher long-term PR than with a
thermopile pyranometer (n. Reich et al. 2012).

irradiance sensors must be placed at the least shaded
location. they must be mounted and wired in
accordance with manufacturers’ guidelines. Preventive
maintenance and calibration of the sensors must follow
the manufacturers’ guidelines.

the irradiance should be recorded with a granularity of
up to 15 minutes (minimum requirement). 

Satellite-based Irradiance Measurements. in addition to
the irradiance sensors, irradiance data from a high-quality
satellite-based data service as a complement can be
acquired after certain period to perform comparisons with
data from ground-based sensors. this is especially useful
in case of data loss or when there is low confidence on the
data measured onsite by the monitoring system and it can
be considered as best practice. the longer the period
considered the lower the error will be for satellite-based
irradiation data. For daily irradiation values, the error is
relatively high, with root-mean-square error (Rmse) values
of 8 to 14% in Western europe. For monthly and annual
values it decreased below 5 and 3%, respectively, which
is in line with an on-site sensor (Richter et al. 2015). 

When satellite-based irradiance data is used, hourly
granularity or less (15 minutes if possible) is recommended.
the data must be retrieved once per day at least.

9.10.2. Module temperature measurements

to have a complete monitoring system, direct
measurement of the module temperature is required. 

the accuracy of the temperature sensor, including
signal conditioning and acquisition done by the
monitoring system hardware, should be < ±1 °C.

the temperature sensor should be stuck with appropriate
and stable thermally conductive glue to the middle of the
backside of the module in the middle of the array table,
positioned in the centre of a cell, away from the junction
box of the module (Woyte et al. 2013). the installation
should be in accordance with manufacturer guidelines (e.g.
respecting cabling instructions towards the datalogger).

PV module temperature is not supposed to be identical
for all modules in a plant mainly due to different wind
exposure. therefore, in large plants more sensors will
be required across the site because module

9 DATA & MONITORING REQUIREMENTS /  ContinueD
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station and measurement electronics. upcoming digital
solutions for soiling monitoring include the analysis of
satellite imagery with remote sensing techniques,
machine intelligence algorithms and statistical methods.

9.10.5. String measurements

PV arrays that are not subject to DC input current
monitoring at inverter level can have current measurements
monitored at string level. Depending on module technology
used in the plant, strings can be combined (in harnesses)
which can help reducing operation costs.

in order to detect problems quickly and to increase the plant
uptime, it is good to install string monitoring equipment (as
a recommendation). this will constantly measure current
and voltage of every string and register those measurements
every up to 15 minutes. to reduce costs, the current sensor
can potentially measure more than one string, but it is not
recommended to parallel more than two of them. 

9.10.6. Inverter measurements

inverters have a big amount of values that are constantly
measured by its hardware that can be interrogated from
the monitoring system and registered. the data sent from
the inverter to the monitoring system should, as a
recommendation, be cumulative values to allow the
following of the overall electricity generation of the inverter
even in case of outages of the monitoring system. 

Recommended variables to be monitored are:

• Cumulative energy generated (kWh)
• instant active Power injected (kW)
• instant Reactive Power injected (kVar)
• instant apparent Power injected (kVa)
• aC Voltage per each phase (V)
• aC Current per each phase (a)
• Power Factor / Cos Phi
• Frequency for each phase (Hz)
• instant DC Power absorbed for each mPPt (kW)
• instant DC Current absorbed for each mPPt (a)
• instant DC Voltage absolved for each mPPt (V)
• total instant DC Power absorbed for all mPPts (kW)
• total instant DC Current absorbed for all mPPts (a)
• average instant DC Voltage absolved for all mPPts (V)
• internal temperature (ºC)
• Conversion components temperature (ºC)

it should be noted that the precision of inverter-
integrated measurements is not always documented by
the manufacturers and can be imprecise. For example,

temperature should be measured at different
representative positions, e.g. for modules in the centre
of the plant and for modules at edge locations where
temperature variation is expected.

9.10.3. Local meteorological data

it is best practice to measure ambient temperature and
wind speed with the installation of a local
meteorological station in accordance with the
manufacturers’ guidelines. ambient temperature is
measured with a shielded thermometer, e.g. of the
Pt100 type. the shield protects the sensor from
radiative heat transfer. Wind speed is measured with an
anemometer, at 10 m height above ground level.

Wind and ambient temperature data are normally not
required for calculating PR unless this is a contractual
requirement/agreement (e.g. according to specific
recommendations such as from nRel). However, they
are required when the PV plant is to be modelled in
operation or in retrospect. 

For plants >10 mWp, it is recommended to have automated
data collection of independent hourly meteo data (ambient
temperature, wind speed, snow coverage) from an
independent meteo source. the reason for this is that on-
site meteorological stations are subject to local phenomena
and installation-specific results. Data from an independent
meteo-station is less subject to this while being also more
stable and robust with respect to long-term drift. 

therefore, for both performance assessment and
detailed analysis purposes, it is recommended to
enable automated data collection from a nearby
independent meteo reference. However, for
performance assessment the most important
measurement remains the in-plane irradiation (see 10.
Key Performance Indicators).

9.10.4. Soiling measurements

the operational efficiency of modules is affected by
soiling accumulation. soiling limits the effective
irradiance and, therefore, the output of the PV module.
it is recommended to measure soiling in order to
optimise cleaning schedules and thus revenues. several
methodologies exist for soiling monitoring, the most
basic being human inspections. a widely used soiling
measurement method is using ground-based soiling
reference modules consisting of a module that remains
soiled, a washed reference cell, an automatic washing
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energy or aC power measurements taken by inverters
may differ substantially from the values recorded by the
energy meter. monitoring systems and reporting should
specify and be transparent about the devices used to
acquire each measurement.

it is also very useful to have the monitoring system
collecting all inverter alarms as they are a valuable
source of information for fault detection. also, low
importance alarms or warnings can be used for the
organisation of maintenance activities and even setting
up Preventive maintenance actions.

in certain cases, the grid connection has limits that must be
always respected, such as the maximum aC power that can
be injected. For these cases there are two possibilities, one is
to set limits using inverter parameters, the second one is to
install Power Plant Controller that will change inverter
parameters dynamically. in both cases it could be useful to
monitor inverter parameters and to program alarms so that
the o&m Contractor is notified when there is a parameter that
has been changed wrongly and does not respect certain limit.

Best practice for the measurement of inverter based variables
is a <1min sampling and a granularity of up to 15 minutes.
For ad-hoc performance analysis purposes e.g. to allow the
analysis of PV array performance, root cause analysis or
possible mPP-tracking problems, the input DC voltage and
current need to be measured and stored separately.

in general, and as best practice, any parameter from an
inverter that can be measured should be logged by the
data loggers, since there are a lot of additional
important parameters such as internal temperature,
isolation level etc that could be useful for o&m services. 

inverters should detect overheating of its conversion
components to protect themselves under extreme or
abnormal operating conditions. therefore, it is advisable
to record the temperature as provided by the inverter so
that ventilation performance can be assessed. 

9.10.7. Energy meter

one of the most important features of a monitoring system
is the automated collection of energy meter data with a
granularity of up to 15 minutes. Gathering energy meter data
is required for invoicing purposes but it is also the best
reference for measuring energy and calculating plant PR and
Yield, and is much more accurate than using inverter data. 

a high accuracy energy meter to measure energy
produced and consumed by the plant is normally
required by the utility. When this is not the case it is a

best practice to install a meter with a maximum
uncertainty of ± 0.5%, especially for plants > 100 kWp.

to allow data acquisition via the monitoring system, it
is recommended to have a meter with two
communication bus ports as well as automatic meter
Reading (amR) service from the utility or meter operator.

For meters that can store historical data it is a best
practice to have a monitoring system capable of
retrieving the historical data to avoid any production
data loss in case of monitoring system outages.

9.10.8. Control settings

it is important to monitor all control settings of the plant
at inverter level as well as grid injection level if available.
many plants apply control settings for local grid
regulation (injection management) or optimisation of the
market value of the PV generation portfolio (remote
control). these settings need to be monitored for reasons
of contractual reporting or performance assessment.

9.10.9. Alarms

as a minimum requirement, the monitoring system will
have the following alarms sent by email:
• loss of communication
• Plant stop
• inverter stop
• Plant with low Performance
• inverter with low Performance (e.g. due to overheating)

as best practice, the following alarms will also be sent
by the monitoring system:
• string without current
• Plant under uPs operationi
• Discretion alarm (or alarm aggregation)

as a best practice, the following alarms should also be
followed by the o&m Contractor, but these alarms are sent
by separate systems other than the monitoring system:
• intrusion detection
• Fire alarm detection

the above lists are not exhaustive. 

9.10.10. AC circuit / Protection relay

it is recommended to monitor the position of all aC
switches through digital inputs. Whenever possible, it can
also be useful to read and register the alarms generated by
the protection relay control unit via communication bus.

9 DATA & MONITORING REQUIREMENTS /  ContinueD
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KEY PERFORMANCE 
INDICATORS

10
© nicoElnino

this section deals with Key
Performance Indicators (KPIs),
which provide the asset Owner
with a quick reference on the
performance of the Pv power
plant. the KPIs are divided into the
following categories:

• Pv plant KPIs, which directly reflect the performance of the PV power
plant. PV plant KPis are quantitative indicators.

• O&M contractor KPIs, which reflect the performance of the service
provided by the o&m Contractor. o&m Contractor KPis are both
quantitative and qualitative indicators.

the o&m Contractor (or the technical asset manager) is generally
responsible for the calculation of the KPis and reporting to the asset owner,
see 5.1. Reporting.

it is important to underline that the o&m Contractor cannot, and is thus not
responsible for providing contractual guarantees for all the KPis listed in
this chapter. For more information on suggested contractually guaranteed
KPis, see 11.3. Contractual guarantees.

10.1 PV power plant data

PV power plant data can be split into two groups:

1. Raw data measurements: data obtained directly from the PV plant and
used for performance calculation.

2. PV power plant KPis use the raw data from the PV plant to give a more
balanced overview of the operation of the PV plant.

10.1.1. Raw data measurements for performance calculation

the following is a list of raw data measurements that can be used to
calculate KPis:

• aC Power produced (kW)

• aC energy produced (kWh)

• aC energy metered (kWh)

• Reactive power (kVaR)

• irradiation (reference for the plant or the sub-plants) (W/m2)
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this measurement normalises plant output over a
chosen time frame and thus allows the comparison of the
production of plants with different nominal power or
even different technologies (e.g. PV, wind, biomass etc).
For example, the specific Yield of a PV Plant can be
compared against the specific Yield of a wind plant for
investment decision taking or the specific Yield of a 5 mWp

ground mounted PV plant can be compared directly to a
1 mWp double tracker PV plant’s specific Yield. 

Calculating specific Yield on the inverter level also
allows a direct comparison between inverters that may
have different aC/DC conversion rates or different
nominal powers. moreover, by checking inverter level
Reference Yield within a plant, it is possible to detect
whether an inverter is performing better than others. 

10.1.2.3. Performance ratio

the Performance Ratio (PR) is a quality indicator of the
PV plant. as the ratio between the actual specific Yield
and the theoretically possible Reference Yield, PR
captures the overall effect of losses of the PV system
when converting from nameplate DC rating to aC
output. typically, losses result from factors such as
module degradation, temperature, soiling, inverter
losses, transformer losses, and system and network
downtime. the higher the PR is, the more energy
efficient the plant is. 

PR, as defined in this section, is usually used to report on
longer periods of time, such as a year. Based on PR, the
o&m Contractor can provide recommendations to the
plant owners on possible investments or interventions.

• air and module temperature (Celsius degrees)

• alarm and status code and duration

• outages, unavailability events

this is a basic list and is non-exhaustive. 

10.1.2. PV power plant KPIs

Calculated KPis give a more balanced view of the
operation of a PV plant as they take into account the
different operating conditions for each plant. suggestions
for calculated KPis along with relevant formula can be
found below. these KPis can be calculated over different
time periods, but often they are computed on an annual
basis. When comparing different KPis or different PV
power plants’ KPis, it is important to keep consistency in
the time period used in computation.

10.1.2.1. reference yield

the Reference Yield represents the energy obtainable
under ideal conditions, with no losses, over a certain
period of time. it is useful to compare the Reference
Yield with the final system yield (see 10.1.2.3.
Performance Ratio).

10.1.2.2. Specific yield

specific Yield is the measure of the total energy generated
per kWp installed over a certain period of time.

this measure is generally calculated both at plant DC
energy produced or at plant aC energy metered. in both
cases it indicates the number of full equivalent hours a
plant produced during a specific time frame. 

The Reference Yield is defined as:

Where:
Yr(i) = Reference Yield for the time period i expressed in peak sun hours (h)
or (kWh/kW)
HPoa(i) = the plane of array irradiation for the time period i (kWh/m2)
GstC = the reference irradiance at standard test conditions (stC)
(1000 W/m2).

Yr(i) = GSTC

HPOA

Specific Yield is calculated as follows:

Where:
Yi = Plant specific Yield for the time period i, expressed in (kWh/kWp) 
or peak sun hours (h)
ei = Plant energy production or Plant energy metered 
for the time period i (kWh)
P0 = Plant Peak DC power (nominal power) (kWp)

Yi = P0

Ei
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10.1.2.5. Expected yield

expected Yield Yexp(i) is the Reference Yield Yr(i) multiplied
by the expected PR and thus expresses what should
have been produced over a certain period of time i. 

note that expected Yield is based on past values of
irradiation data. Predicted Yield is based on forecasted
data, from day ahead and hour ahead weather reports.

these definitions are based on (Woyte et al. 2014) in line
with the ieC 61724-1:2017 and are common practice.

PR is measured for available times (see 10.1.2.8 Availability)
at the inverter level.

note that special attention is needed when assessing the
PR of overrated plants, where the output of the plant is
limited by the inverter maximum aC output. in such
situations and for the period that overrating takes place,
PR will calculate lower than normal although there is no
technical problem with the plant. stakeholders should be
careful assessing PR values for overrated plants, although
the amount of overrating is normally statistically constant
or with negligible differences on a yearly basis.

10.1.2.4. temperature-corrected Performance ratio

in some situations, such as a commissioning test or PV
power plant handover from one o&m Contractor to
another, PR needs to be measured over a shorter time
period, such as two weeks or a month (referred to as
time period i below). in such situations, it is
recommended to use a PR formula corrected with
temperature factor in order to neutralise short-term PR
fluctuation due to temperature variations from stC
(25°C). as a best practice, temperature should be
registered with a granularity of up to 15 minutes
(referred to as time period j below) and the average
temperature for the time period i should be weighted
according to specific Yield.

Performance Ratio is defined as:

Where:
PR = Performance Ratio over a year (%)
Yf = specific Yield over a year (also called final yield) 
expressed in (kWh/kWp) or peak sun hours (h)
Yr = Reference Yield over a year expressed in (kWh/kWp) 
or peak sun hours (h)

PR = × 100Yr

Yf

Expected Yield can be defined as:

Where:
Yexp(i) = expected Yield for the time period i, expressed in (kWh/kWp) 
or peak sun hours (h)
PRexp(i) = average expected Performance Ratio of the plant over 
the period i, based on simulation with given actual temperature 
and irradiation and plant characteristics. (PRexp simulation is beyond 
the scope of the present document but for more information on this, 
see Brabandere et al (2014), Klise and stein (2009), nRel (2017), 
PVsyst (2017) and sanDia (2017).)
Yr(i) = Reference Yield for the time period i (based on past irradiation data)
expressed in (kWh/kWp) or peak sun hours (h)

Temperature-corrected PR can 
be defined as follows:

Where:
PRt0(i) = temperature-corrected Performance Ratio for the time period i (%)
Yi = Plant specific Yield for the time period i, expressed in (kWh/kWp) 
or peak sun hours (h)
Yr(i) = Reference Yield for the time period i, expressed in (kWh/kWp) 
or peak sun hours (h)
β =temperature coefficient for P0 that corresponds 
to the installed modules (%/°C).
tmoD(i) =average module temperature for the period i, 
weighted according to specific Yield Yj (°C)

Where:
Yj = Plant specific Yield for the time period j (j ≤ 15 minutes), 
expressed in (kWh/kWp) or peak sun hours (h)
tamBmeas(j)

= average measured module temperature 
for the time period j (j ≤ 1 hour) (°C)

PRT0(i) = × 100
Yr(i) × [(1 –        × (TMOD(i) – 25°c)]

Yi

100
β

TMOD(i) =

i

i∑ j = 1 (Yj )

∑ j = 1 Yj × TMODMEAS( j)

Yexp(i) = PRexp(i) × Yr(i)
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10.1.2.7. uptime

the following three KPis – uptime, availability and
energy-based availability – are three closely related
indicators to measure whether or not the PV power
plant is generating electricity. in these Guidelines, the
term “uptime” is used to avoid any confusion with
“availability”, however, these terms are sometimes 
used interchangeably. 

uptime is the parameter that represents the time during
which the plant is operating over the total possible time
it is able to operate, without taking any exclusion factors
into account. the total possible time is considered the
time when the plant is exposed to irradiation levels above
the generator’s minimum irradiance threshold (mit).

the figure below illustrates the various periods in time
mentioned above. 

10.1.2.6. Energy Performance Index

the energy Performance index (ePi) is defined as the ratio
between the specific Yield Yi and the expected Yield Yexp as
determined by a PV model. the ePi is regularly
recalculated for the respective assessment period
(typically day/month/year) using the actual weather data
as input to the model each time it is calculated. this
concept was proposed, e.g. in (Honda et al. 2012).

the advantage of using the ePi is that its expected value
is 100% at project start-up and is independent of
climate or weather. this indicator relies on the accuracy
of the expected model. unfortunately, there are more
than one established models for the expected Yield of
PV systems in operation and not all of them are
transparent. therefore, the use of ePis is recommended
mainly for the identification of performance flaws and
comparison of plants. 

fIGurE 3 varIOuS PErIOdS Of tIME fOr tHE calculatIOn Of uPtIME
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Uptime is then defined as:

Where:
u = uptime (%)
tuseful = period of time with in plane irradiation above mit (h)
tdown = period of tuseful when the system is down (no production) (h)

The Energy Performance Index (EPI) 
is defined as:

Where:
ePii = energy Performance index for the time period i (%)
Yi = specific Yield for the time period i (kWh/kWp) or (h)
Yexp(i) = expected Yield for the time period i (kWh/kWp) or (h)

EPI i = Yexp(i)

Yi

U = × 100Tuseful

Tuseful – Tdown
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10.1.2.8. availability

availability is uptime with certain contractually agreed
exclusion factors (see below) applied in the calculation
used as a basis for availability guarantees provided by
the o&m Contractor to the asset owner. a best practice
is a minimum Guaranteed availability of 98% over a year.
(For more details on availability guarantee provided by
the o&m Contractor, see 11.3.1. Availability guarantee. 

availability is thus the parameter that represents the
time in which the plant is operating over the total
possible time it is able to operate, taking into account
the number of hours the plant is not operating for
reasons contractually not attributable to the o&m
Contractor (listed below in the same section).

the figure below illustrates the various periods in time
mentioned above. 

normally, only the time where irradiance is above the mit
is considered and this is noted above as tuseful,, where tuseful

= ttotal – t(irr<mit). typical mit values are 50 or 70 W/m2. mit
should be defined according to site and plant
characteristics (e.g. type of inverter, DC/aC ratio etc). 

uptime should be measured at inverter level. individual
inverters’ uptimes uk should be weighted according to
their respective installed DC power Pk. in this case, the
uptime of the total PV power plant utotal with an installed
total DC power of P0 can be defined as follows:

For the calculation of uptime, typically up to 15 minutes
of irradiation and power production data should be
taken as basis, if granularity of components remains at
the level of inverter or higher. anything below the level
of inverter is then captured with the Performance Ratio
calculation presented below. 

the course of troubleshooting one gets the information whether you can
exclude part of the downtime.

3 the tdown represents the whole downtime, before the exclusions are
applied. therefore, texcluded is a part of tdown in the diagram. in practice you
often first see that a plant is down (= measurement of tdown) and only in
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Uptime weighted by individual 
inverters’ installed DC power:

Where:
utotal = uptime of the plant (%)
uk = uptime of the inverter k
Pk = installed DC power of the inverter k
P0 = Plant Peak DC power (nominal power) (kWp)

Utotal =  100 × P0 
∑(Uk × )

Pk 

Availability is therefore defined 
and calculated as:

Where:
a = availability (%)
tuseful = period of time with in plane irradiation above mit (h)
tdown = period of tuseful when the system is down (no production) (h)
texcluded = part of tdown to be excluded because of presence of an exclusion
factor (see below) (h)

A = × 100Tuseful

Tuseful – Tdown + Texcluded
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like uptime, availability is also calculated for irradiance
levels above the mit and measured at inverter level.
individual inverters’ availabilities ak should be weighted
according to their respective installed DC power Pk. 
in this case the availability of the total PV power plant
atotal with an installed total DC power of P0 can be
defined as follows:

For the calculation of availability, typically up to 15
minutes of irradiation and power production data
should be taken as basis, if granularity of components
remains at the level of inverter or higher. anything below
the level of inverter is then captured with the
Performance Ratio calculation presented below. 

as availability is used for contractual purposes, any
failure time should only begin to run when the o&m
Contractor receives the error message. if the data
connection to the site was not available, failure time
should only begin after reestablishment of the link.

the asset owner and the o&m Contractor should agree
on certain failure situations that are not taken into account
(exclusion factors) in the calculation of availability. some
good examples for exclusion factors are:

• Force majeure;

• snow and ice on the PV modules;

• Damage to the PV plant (including the cables up to
the feed-in point) by the customer or third parties
who are not sub-contractors of o&m Contractor,
including but not limited to vandalism;

• Disconnection or reduction of energy generation by
the customer or as a result of an order issued to the
customer by a court or public authority;

• operational disruption by grid disconnections or
disruptions in the grid of the grid operator; 

• Disconnections or power regulation by the grid
operator or his control devices;

• Downtimes resulting from failures of the inverter or
mV voltage components (for example, transformer,
switchgear), if this requires

• technical support of the manufacturer and/or

• logistical support (for example supply of spare
parts) by the manufacturer;

• outages of the communication system. any failure
time only begins to run when the o&m Contractor
receives the error message. if the data connection to
the site was not available, failure time shall only
begin after reestablishment of the link.

• Delays of approval by the customer to conduct
necessary works; 

• Downtimes for implementation of measures to
improve the PV plant, if this is agreed between 
the parties;

• Downtimes caused by the fact that the customer has
commissioned third parties with the implementation
of technical work on the PV plant.

10.1.2.9. Energy-based availability

energy-based availability takes into consideration that
an hour in a period with high irradiance is more valuable
than in a period with low irradiance. therefore, its
calculation uses not time but energy (and lost energy)
for its basis:

note that the exclusion factors defined for availability
apply for energy-based availability too.

Energy-based Availability is defined as:

Where:
eai = energy-based availability for the time period i (%)
eloss(i) = Calculated lost energy in the period i (kWh)
ei = Plant energy production or Plant energy metered in the time period i (kWh)

EAi = × 100Ei + Eloss(i)

Ei

Availability weighted by individual
inverters’ installed DC power:

Where:
atotal = availability of the plant (%)
ak = availability of the inverter k
Pk = installed DC power of the inverter k
P0 = Plant Peak DC power (nominal power) (kWp)

Atotal =  100 × P0
∑(Ak × )

Pk 
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10.2. O&M Contractor KPIs

as opposed to power plant KPis, which provide the
asset owner with information about the performance
of their asset, o&m Contractor KPis assess the
performance of the o&m service. 

the following time KPis are illustrated in Figure 5.

10.2.1. Acknowledgement Time

the acknowledgement time (also called Reaction time)
is the time between detecting the problem (receipt of
the alarm or noticing a fault) and the acknowledgement
of the fault by the o&m Contractor by dispatching a
technician. the acknowledgement time reflects the
o&m Contractor’s operational ability.

10.2.2. Intervention Time

the intervention time is the time to reach the plant by
a service technician or a subcontractor from the
moment of acknowledgement and whenever when visit
by the o&m Contractor is contractually necessary (in
certain cases remote repair is possible or the o&m
Contractor is not able to repair the fault and third-party
involvement is necessary). intervention time assesses
the capacity of the o&m Contractor how fast they can
mobilise and be on site. 

10.2.3. Response Time

the Response time is the acknowledgement time plus
the intervention time. used for contractual purposes,

minimum Response times are guaranteed on the basis of
fault classes, i.e. the (potential) loss of energy generation
capacity. For recommendations for Response time
guarantees, see 11.3.2. Response Time guarantee.

10.2.4. Resolution Time

Resolution time (or Repair time) is the time to resolve the
fault starting from the moment of reaching the PV plant.
Resolution time is not guaranteed, because resolution
often does not depend totally on the o&m Contractor.

10.2.5. Reporting

it is very important for the o&m Contractor to comply with
reporting requirements and reporting timelines. Content
and timing of the reporting is generally agreed by the
parties in the Contract agreement. Content of the
reporting should be expected to be consistent and any
change in content or format needs to be explained by the
o&m Contractor. Delivery of reports per the agreed upon
timeline is an important indicator for reliability and
process adherence within the o&m Contractors
organisation. see also 5.1. Reporting.

10.2.6. O&M Contractor experience

experience of the o&m Contractor with PV power plants
in the particular country, region, grid environment and/or
with PV power plants equipped with certain technology
or size can play an important role. this is quite relevant
for the selection of the o&m Contractor and can be
tracked by the owner over time (track record).

fIGurE 5 acKnOWlEdGEMEnt tIME, IntErvEntIOn tIME, rESPOnSE tIME, rESOlutIOn tIME

Acknowledgement time Intervention time Resolution time

DETECTING 
THE PROBLEM

ACKNOWLEDMENT
OF THE FAULT

REACHING THE PV
PLANT BY TECHNICIAN

FAULT
RESOLVED

Response time
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this section contains a set of
considerations for the contractual
framework of O&M services for the
utility scale segment, and more
specifically, systems above 1 MWp. a
complement to the technical
specifications detailed in the
previous chapters, the contractual
framework described in this chapter
are considered as a best practice. 

as a best practice, we recommend
using the o&m template contract
developed as part of the Global solar
energy standardisation initiative
(sesi), a joint initiative of the
terrawatt initiative, the international
Renewable energy agency,
supported by solarPower europe
and the Global solar Council. the
o&m template is set to be launched
together with the six other document
templates – as these seven
contractual document templates
form a package of this initiative. the
whole package will be launched in
2018 after a thorough review.

11.1. Scope of the O&M contract

services to be provided by the o&m Contractor include:

technical asset Management. (most of these services can be performed by
either the o&m Contractor or the asset manager.)

• Reporting to asset owner

• Reporting on PV plant performance
• Reporting on o&m performance
• Reporting on incidents

• ensuring regulatory compliance

• legal requirements for PV plant operation
• Power Purchase agreements and interconnection agreements
• Power generation licence agreements
• Building permits and environmental permits

• Warranty management

• insurance claims

• Contract management

Power Plant Operation

• Plant documentation management

• Plant supervision

• Performance monitoring and documentation
• Performance analysis and improvement
• issue detection/diagnostics 
• service dispatch/supervision
• security monitoring interface (optional)

• Plant operation

• Plant controls
• Power Generation Forecasting (optional)
• Grid operator interface, grid code compliance
• maintenance scheduling
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• extraordinary maintenance (generally not
included in the o&m fixed fee but it is advisable
that the o&m contract includes the rules to
prepare the quotation and to execute
extraordinary maintenance works)

• PV plant includes: modules, racks/trackers, wires
and conduits, combiners, inverters, monitoring
systems incl. weather station, transformers,
switchgear, substation

• additional maintenance services (optional, see 7.4.
Additional services)

Here below is a non-exhaustive list of additional services
and general market trends with regards to whether
these additional services are generally included in the
o&m agreement or not.

• management of change (optional)

• Reporting to technical asset manager (in case o&m
Contractor is not the technical asset manager)

Power Plant Maintenance

• PV Plant maintenance

• Preventive maintenance

• Corrective maintenance in accordance with
agreed Response time guarantees (some types
of maintenance activities may be beyond the
scope of the contract, for more information, see
7.2. Corrective Maintenance)

taBlE 5 ExaMPlES fOr addItIOnal MaIntEnancE SErvIcES and GEnEral MarKEt trEndS WItH
rEGardS tO WHEtHEr tHESE addItIOnal SErvIcES arE GEnErally IncludEd In tHE O&M
aGrEEMEnt Or nOt

ADDITIONAL SERVICES GENERAL BEHAVIOUR

Pv site
maintenance

module cleaning Generally included 

Vegetation management Generally included, but need to specify perimetral vegetation management
and management on possible environmental compensation measures

snow or sand removal Generally not included and also generally not easy to provide

General site 
maintenance

Pest control Generally not included

Waste disposal Generally included with reference to waste generated during o&m activities

Road management Generally not included

Perimeter fencing repair Generally not included and often caused by force majeure (i.e.: theft)

maintenance of buildings Generally not included

maintenance of security
equipment

Generally not included, these activities are performed by a separate
surveillance and security provider in order to have clearly defined
responsibilities (see 6.10. Power plant security)

On-site 
measurement

meter weekly/monthly readings Generally included since it feed the periodical performance reporting to
the asset owner

Data entry on fiscal registers or in
authority web portals for Fit tariff
assessment (where applicable)

Generally this activity is deemed to the asset manager. Can be however
included in o&m scope of work

string measurements – to the
extent exceeding the agreed level
of Preventive maintenance

Generally not included but a price could be agreed in advance in the
o&m contract

thermal inspections – to the
extent exceeding the agreed level
of Preventive maintenance

Generally not included but a price could be agreed in advance in the
o&m contract
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all the services not included in the scope and in the fixed
fee such as 7.3. Extraordinary Maintenance and 7.4.
Additional services should be regulated within the
contract. a dedicated clause should indicate the
procedure that should include: (i) a proposal by the
o&m Contractor within a fixed time frame, (ii) a fixed
period for the asset owner to accept it or request
modification, (iii) a final approval. Pre-agreed tariffs for
manpower, machinery renting etc could be agreed and
a specific table could be attached as Contract annex. 

Spare Parts Management. (see also 11.8. Spare Parts
Management)

• spare parts maintenance 

• spare parts replenishment

• spare parts storage (optional)

For more information on the specific items in the above
list, please view the respective sections and chapters of
the present Guidelines.

11.2. O&M contract fee

as a best practice, o&m services should be provided on
a fixed fee plus escalation basis.

11.3. Contractual guarantees

the present Version 2.0 o&m Best Practice Guidelines
adopts a more progressive stance regarding the
contractual framework as compared to the first edition.
although some o&m Contractors still provide Performance
Ratio (PR) guarantees in some cases, recent
developments including the recommendations of the
Global solar energy standardisation initiative show that
eliminating PR guarantee and only using availability and
Response time guarantees has several advantages.

PR is to a large extent a result of equipment choice,
design and construction, which the o&m Contractor has
little influence on beyond vegetation control and
module cleaning. moreover, removing PR as an o&m
Contractor KPi makes power plant handover from ePC
to o&m Contractor or from o&m Contractor to o&m
Contractor simpler.

eliminating the PR guarantee and using the availability
and Response time guarantees instead is a more
progressive approach that protects the asset owner

from poor performing o&m Contractors. availability is
the KPi that best reflects o&m Contractor’s service.
thanks to the Response time guarantee, in case of
events affecting the performance of the plant that are
not covered by the availability guarantee, the contractor
has to intervene in a pre-agreed timeframe depending
on the impact of the fault. since there are specific points
that can influence the PR originating from the
contractors, these can be easily identified and
addressed in the contract. moreover, the o&m
Contractor is also obliged to intervene in case of
incidents not affecting the performance, referring to
good industry practices in general. a further upside of
eliminating the PR guarantee is that it makes the
transition to a new contractor is much smoother and
hence allows lenders and owners to pick a contractor
of their choice and with the sole criterium of quality of
services. excluding PR guarantee eliminates the heavy
change management process due to the necessity of
recalculating the guaranteed PR in case of power plant
handover, which is an obstacle in the market.

11.3.1. Availability guarantee

a best practice is a minimum Guaranteed availability of
98% over a year. For contractual KPi reasons, availability
should be calculated at inverter level, on an annual basis.
For more information on this, see 10.1.2.8. Availability.

the availability achieved by the o&m Contractor is
translated into Bonus schemes and liquidated
Damages. For more information on this, see 11.4. Bonus
Schemes and Liquidated Damages.

11.3.2. Response Time guarantee

the o&m Contractor should guarantee to react on
alarms received from the plant through the monitoring
and supervision system within a certain period of time,
7 days a week. this translates in a minimum guaranteed
Response time. For a definition of Response time, see
10.2.3. Response Time.

When setting Response time guarantees, it is
recommended to differentiate between hours and periods
with high and low irradiance levels as well as fault classes,
i.e. the (potential) loss of energy generation capacity. 

Following is an example for Response time guarantees
according to fault classes:
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availability and that the o&m Contractor is motivated to
improve their service in order to achieve higher
availability. Higher availability usually leads to higher
power generation and an increase of revenues for the
benefit of the plant owner. Hence the Bonus scheme
agreements lead to a win-win situation for both parties
and ensures that the o&m Contractor is highly motivated.

since the o&m Contractor’s responsibility is focused on
the o&m works for the PV asset, other influencing factors
like force majeure events, grid operator activities to
reduce the plant output, grid instability or offline periods
should be exempted from the o&m Contractor’s
responsibility and therefore from any liquidated
Damages. (see exclusion factors in 10.1.2.8. Availability.)

an example for availability Bonus schemes and
liquidated Damages can be found below:

• Bonus schemes: if the minimum Guaranteed
availability is overachieved, the additional revenue
based on the base case scenario expected annual
revenue will be equally divided (50/50) between the
asset owner and the o&m Contractor. 

• liquidated Damages: if the minimum Guaranteed
availability is underachieved, 100% of the lost
revenue due to the availability shortfall from the
minimum Guaranteed availability based on the base
case scenario expected annual revenue will be
compensated by the o&m Contractor. this is usually
translated into a reduction of the o&m annual fee. 

• Bonuses can be offset against liquidated Damages
and vice versa.

• the amount of liquidated Damages is capped at
100% of the o&m annual fee on a period of 12 months.
Reaching this cap usually results in termination rights
for the asset owner and the o&m Contractor.

in case the replacement of an equipment is needed, the
o&m Contractor should commit to make it available to
the plant's site and replace the equipment within 8
business hours from the end of the Response time if the
spare part is included in the portfolio of minimum spare
parts list. if the spare part is not included in the
minimum spare parts list, the o&m Contractor should
commit to order the spare part within 8 business hours
from the end of the Response time and to replace it on
the plant area in the fastest possible way after receiving
the related spare part from the equipment supplier.

in case the fault cannot be fixed by the o&m Contractor
and the equipment supplier's intervention is required,
the following actions are necessary: 

• if the intervention requires spare parts up to the limit
under the o&m cost responsibility (see 11.8. Spare
Parts Management), the o&m Contractor may
proceed without separate approval (insurance
aspects to be taken into account); 

• if the costs exceed the above budget limit, the
Contractor should communicate the issue in writing
to the asset owner within 8 business hours from the
end of the Response time.

Force majeure events are excluded from Response 
time  obligations.

Resolution time is not guaranteed, because resolution
depends on the extent of the malfunction or damage.

11.4. Bonus Schemes and Liquidated Damages

the availability guarantees provided by the o&m
Contractor can be translated into Bonus schemes and
liquidated Damages. these ensure that the asset owner
is compensated for losses due to lower-than-guaranteed

taBlE 6 ExaMPlES fOr fault claSSES and cOrrESPOndInG MInIMuM rESPOnSE tIMES

FAULT CLASS FAULT CLASS DEFINITION RESPONSE TIME GUARANTEE

fault class 1 the entire plant is off, 100% power loss. 4 daytime hours

fault class 2 more than 30% power loss or more than 300kWp down. 24 hours

fault class 3 0%-30% power loss 36 hours

NOTE: FAULT CLASSES AND THE CORRESPONDING RESPONSE TIME GUARANTEES APPLY EVEN IF THE DURATION OF THE RESPECTIVE POWER LOSS IS LESS THAN
THE CORRESPONDING RESPONSE TIME GUARANTEE, PROVIDED THAT THE POWER LOSS MAY OCCUR AGAIN.
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11.5. Service standards

o&m Contractor is to provide the services in accordance
with all laws, good industry practice, planning consents,
manufacturer's warranties and operating manuals. 

the asset owner should be entitled to instruct a third-party
operator to provide the services at the o&m Contractor's
cost, where the o&m Contractor fails to provide the
services and fails to follow a remedy cure programme.

11.6. O&M contractors’ qualification

the o&m Contractor, has the means, skills and
capabilities to operate and maintain the plant in
accordance with the contractual obligations. experience
and availability of a professional organisation, skilled
teams and access to spare parts are criteria for the
selection of the o&m Contractor. as o&m services are a
combination of remote operations services and local
maintenance activities, the asset owner should make
sure that both components are well managed and
interfaces between operations services and
maintenance services are well defined, especially when
subcontracted to different entities by the o&m
Contractor where each entity is responsible and can be
held accountable for the overall o&m performance.

11.7. Responsibility and accountability

the responsibility of the o&m Contractor is usually
defined in the scope of Works, which forms a part of the
o&m contract. a detailed description of the o&m scope
items ensure clarity of what the o&m Contractor will do
during the term of the contract. in addition to the scope
of Works, the annual maintenance Plan (amP) and
annual maintenance schedule (ams) (please refer to
attachment “annual maintenance Plan”) outline the
granularity and frequency of (predominantly) Preventive
maintenance works. the execution of the activities is
being reported to the asset owner through the regular
reporting – this forms the minimum guidelines. Best
practices can be seen if the regular reporting compares
the executed activities with the amP and ams, and
outlines deviations and reasoning.

Corrective maintenance activities, which will be
performed in case of any component failure or energy
generation shortfall are controlled by performance
commitments signed by the o&m Contractor. 

moreover, availability and Response time Guarantees
explained in 11.3. Contractual Guarantees of the present
chapter also represent a level of accountability of the
o&m Contractor.

in most countries there are strict legal requirements for
security service providers. therefore, PV power plant
security should be ensured by specialised security
service providers subcontracted by the o&m Contractor.
the security service provider should also assume
liability for the security services provided. For more
information on this, see 6.10. Power plant security.
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11.8. Spare Parts Management

as explained in the chapter 8. Spare Parts Management,
it is important to differentiate between Consumables
and spare Parts. While the former should be included in
the o&m fixed fee, there are specific contractual
specifications on the latter.

it is considered a best practice not to include the cost of
replenishment of spare parts in the o&m fixed fee.
nevertheless, there can be exceptions to this clause, such
as equipment whose unit value is below 500 euR/mWp,
or where multiple units are aggregated up to a maximum
annual amount of 2000 euR/mWp (numbers are given as
indications), as well as situations in which spares are
required due to the o&m Contractor’s act or default.

ownership of spares is with the asset owner while
normally maintenance, storage and replenishment is
the responsibility of the o&m Contractor. Besides
ownership matters, it is very important to make sure,
upon mutual agreement, that one of the parties
undertakes the responsibility of insuring the spares: as
a recommendation spare parts stored on-site should be
insured by the asset owner and spare parts stored off-
site should be insured by the o&m Contractor.

there should be a components, materials and spare
parts defects warranty for 12 months from the date of
installation, which should continue to apply even after
expiry or termination of the o&m contract.

For more information on spare Parts management, see
chapter 8. Spare Parts Management.

11.9 Power plant remote monitoring

the o&m Contractor should operate and maintain the
metering system according to local regulations or norms.
in some countries there are two metering systems: one
that measures power injection in the grid, owned and
operated by the grid operator, and one that measures
power production, owned by the asset owner as part of
the installation and operated by the o&m Contractor.

the o&m Contractor will also make sure that performance
monitoring and reporting is operated and maintained
according to the monitoring specifications and best
practices (see 9. Data and monitoring requirements).

the asset owner has the right to carry out the
verification of the metering system to evaluate and
control the exactitude of the measured data.

11.10. Reporting

Reporting should be done periodically, as contractually
agreed between the o&m Contractor (the technical
asset manager) and the asset owner. the asset owner
should have the right to debate the report within a
certain timeframe.

For more information on industry best practices
regarding Reporting, see 5.1. Reporting.
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A ANNEX

A. Proposed skill matrix for O&M personnel. (Download it from www.solarpowereurope.org)
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B. Documentation set accompanying the solar PV plant. (Download it from www.solarpowereurope.org)

B ANNEX

INFORMATION TYPE AND DEPTH OF DETAIL / AS-BUILT DOCUMENTS

NO. MINIMUM
REQUIREMENT

DESCRIPTION COMMENTS

1 site
information

• location / map / GPs Coordinates
• Plant access / Keys
• access Roads
• o&m Building
• spare Parts storage / Warehouse
• site security information
• stakeholder list and contact information (for example, owner of the site,

administration contacts, firefighters, subcontractors / service providers, ...)

2 Project
Drawings

• Plant layout and General arrangement
• Cable routing drawings
• Cable list
• Cable schedule/ cable interconnection document
• single line Diagram
• Configuration of strings (string numbers, in order to identify where 

the strings are in relation to each connection box and inverter)
• earthing/Grounding system layout drawing
• lightning Protection system layout drawing
• lighting system layout drawing (optional)
• topographic drawing

“lightning
Protection System
layout drawing”
can be considered 
as optional 

3 Project
studies

• shading study/simulation
• energy yield study/simulation
• inverter sizing study

4 studies
according to
national
regulation
requirements

• Voltage drop calculations
• Protection coordination study
• short circuit study
• Grounding study
• Cable sizing calculations
• lightning protection study

5 PV modules • Datasheets
• Flash list with PV modules positioning on the field (reference to string 

numbers and positioning in the string)
• Warranties & Certificates

6 inverters • o&m manual
• Commissioning Report
• Warranties & Certificates
• Factory acceptance test
• inverter settings
• Dimensional drawings

7 medium
Voltage/
inverter Cabin

• medium Voltage/inverter Cabin layout and general arrangement drawing
• medium Voltage/inverter Cabin foundation drawing
• erection procedure
• internal normal/emergency lighting layout Drawing
• Fire Detection and Fire Fighting system layout Drawing (if required)
• HVaC system layout Drawing
• HVaC system installation & o&m manual
• HVaC study (according to national regulations)
• earthing system layout drawing
• Cable list

8 mV/lV
transformer

• o&m manual
• Commissioning Report
• Factory acceptance test Report
• type test Reports
• Routine test Reports
• Warranties & Certificates
• Dimensional drawing with parts list
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NO. MINIMUM
REQUIREMENT

DESCRIPTION COMMENTS

9 Cables • Datasheets
• type & Routine test reports

10 lV & mV
switchgear 

• single line Diagram
• switchgear wiring diagrams
• equipment datasheets and manuals
• Factory acceptance test report
• type test Reports
• Routine test Reports
• Dimensional drawings
• Warranties & Certificates
• Protection relays settings
• switching procedure (according to national regulations)

“Protection relays
settings” and
“switching
procedure” are
considerations for 
the mV switchgear

11 HV switchgear • single line Diagram
• steel structures assembly drawings
• HV switchyard general arrangement drawing
• HV equipment Datasheets and manuals (Cts, Vts, Circuit Breakers,  

Disconnectors, surge arresters, Post insulators)
• Protection & metering single line Diagram
• HV equipment type & Routine test Reports
• interlock study
• switching procedure (according to national regulations)
• Warranties & Certificates

12 uPs &
Batteries

• installation & o&m manual
• Commissioning report
• Warranties & Certificates
• Datasheets
• Dimensional Drawings

13 mounting
structure

• mechanical assembly Drawings
• Warranties & Certificates

14 trackers • mechanical assembly Drawings
• electrical schematic Diagrams
• Block diagram
• equipment Certificates, manuals and Datasheets (motors, encoders)
• PlC list of inputs and outputs (i/o) by type (Digital, analog or Bus)
• Commissioning reports
• Warranties & Certificates

15 security, anti-
intrusion and
alarm system

• security system layout/general arrangement drawing
• security system block diagram
• alarm system schematic diagram
• equipment manuals and datasheets
• access to security credentials (e.g. passwords, instructions, keys etc)
• Warranties & Certificates

16 monitoring/s
CaDa system

• installation & o&m manual
• list of inputs by type (Digital, analog or Bus)
• electrical schematic diagram
• Block diagram (including network addresses)
• equipment datasheets

i/o list includes e.g.
sensor readings that
are collected by 
data loggers.

17 Plant Controls • Power Plant Control system description
• Control Room (if applicable)
• Plant Controls instructions
• Breaker Control functionality (remote / on-site) and instructions
• list of inputs and outputs

18 Communicati
on system 

• installation and o&m manual
• system internal communication
• external Communication to monitoring system or operations Centre
• iP network plan
• Bus network plans
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C ANNEX

C. Important examples of input records in the record control. (Download it from www.solarpowereurope.org)

RECORD CONTROL

NO. ACTIVITY
TYPE

INFORMATION
TYPE

INPUT RECORD REFERENCES/
COMMENTS

1 alarms /
operation
incidents

alarms
description

Date and time, affected Power, equipment Code / name,
error messages / Codes, severity Classification,
Curtailment Period, external Visits/inspections from third
parties

2 Contract
management

Contract
general
description

Project name / Code, Client name, Peak Power (kWp)

3 Contract
management

asset
description

structure type, installation type

4 Contract
management

Contract
period

Contract start and end Date

5 Contract
management

Contractual
clauses

Contract Value, availability (%), PR (%), materials /
spare parts, Corrective Work labour

6 Corrective
maintenance

activity
description

Detailed Failure typification, Failure, Fault status,
Problem Resolution Description, Problem Cause

en 13306 - maintenance.
maintenance terminology

7 Corrective
maintenance

Corrective
maintenance
event

associated alarms (with date), event status en 13306 - maintenance.
maintenance terminology

8 Corrective
maintenance

Corrective
maintenance
event log

Date and time of Corrective maintenance Creation (or
Work order), Date and time status change (pending,
open, recovered, close), end date and time of the
intervention, start date and time of the intervention,
technicians and Responsible names and Function

en 13306 - maintenance.
maintenance terminology

9 Corrective
maintenance

intervention
equipment/el
ement name 

affected Power and affected Production, equipment
Code / name

10 inventory
management

Warehouse
management

inventory stock Count and movement, equipment
Code / name

11 monitoring &
supervision

equipment
status

Date, status log (protection devices, inverters,
monitoring systems, surveillance systems)

12 monitoring &
supervision

meteo data irradiation, module temperature, other meteo
variables (ambient temperature, air humidity, wind
velocity and direction, …)

ieC 61724 - Photovoltaic
system performance
monitoring - Guidelines
for measurement, data
exchange and analysis

13 monitoring &
supervision

Production /
consumption
data

aC active and reactive power at PV Plant injection
Point and other subsystems or equipment,
Consumption from auxiliary systems, other variables
(DC/aC voltages and currents, frequency), Power from
DC field

ieC 61724 - Photovoltaic
system performance
monitoring - Guidelines
for measurement, data
exchange and analysis

14 monitoring &
supervision

Performance
data

PV Plant energy Production; PR; expected vs Real
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RECORD CONTROL

NO. ACTIVITY TYPE INFORMATION
TYPE

INPUT RECORD REFERENCES/
COMMENTS

15 Preventive
maintenance

maintenance
Plan

Preventive maintenance Plan

16 Preventive
maintenance

intervention
equipment/
element name 

affected Power and affected Production, equipment
Code / name, intervention start and end Date

17 Preventive
maintenance

maintenance
description

measurements, Preventive maintenance tasks
Performed, Problems not solved during activity and
its Classification and typification, technicians and
Responsible names and Function

18 PV Plant
Documentation

Commissioning Commissioning Documentation and tests Results ieC 62446 - Photovoltaic
(PV) systems -
Requirements for testing,
documentation and
maintenance - Part 1:
Grid connected systems -
Documentation,
commissioning tests 
and inspection

19 PV Plant
Documentation

operation and
maintenance 

equipment manuals, PV Plant o&m manual ieC 62446 - Photovoltaic
(PV) systems -
Requirements for testing,
documentation and
maintenance - Part 1:
Grid connected systems -
Documentation,
commissioning tests 
and inspection

20 PV Plant
Documentation

system
Documentation

as built documentation (Datasheets, wiring
diagrams, system data)

ieC 62446 - Photovoltaic
(PV) systems -
Requirements for testing,
documentation and
maintenance - Part 1:
Grid connected systems -
Documentation,
commissioning tests 
and inspection

21 Warranty
management

Claims
registration

affected equipment, Claim Description,
occurrence Date; Communications between o&m,
client and manufacturer/supplier



66 / SolarPower Europe / o&m Best PRaCtiCes GuiDelines

D ANNEX
D. Annual Maintenance Plan. (Download it from www.solarpowereurope.org)

SU
B 

GR
O

U
P

EQ
U

IP
M

EN
T

SU
B 

U
N

IT
TA

SK
FR

EQ
UE

NC
Y

IM
PO

RT
AN

CE
O

&
M

 D
EC

IS
IO

N 
O

N 
FR

EQ
UE

NC
Y 

(B
Y 

TE
CH

NI
CA

L
M

AN
AG

ER
)

W
1 

- W
52

(R
EP

O
RT

IN
G

EV
ER

Y 
W

EE
K 

O
F 

TH
E 

YE
AR

)

Do
cu

m
en

ta
tio

n
as

 -b
ui

lt
aC

-s
ys

te
m

Co
m

pl
et

e 
an

d 
co

rr
ec

t o
f d

oc
um

en
ta

tio
n 

aC
-s

ys
te

m
in

iti
al

/
ne

ce
ss

ar
y

Do
cu

m
en

ta
tio

n
as

 -b
ui

lt
au

xi
lia

ry
 s

ys
te

m
s

Co
m

pl
et

e 
an

d 
co

rr
ec

t d
oc

um
en

ta
tio

n 
of

 a
ll 

au
xi

lia
ry

 s
ys

te
m

s 
(s

ec
ur

ity
, m

on
ito

rin
g,

 iC
t,

 e
ne

rg
y

in
iti

al
/

ne
ce

ss
ar

y

Do
cu

m
en

ta
tio

n
as

 -b
ui

lt
D

C-
sy

st
em

Co
m

pl
et

e 
an

d 
co

rr
ec

t o
f d

oc
um

en
ta

tio
n 

D
C-

sy
st

em
in

iti
al

/
ne

ce
ss

ar
y

Do
cu

m
en

ta
tio

n
as

 -b
ui

lt
sy

st
em

 D
oc

um
en

ta
tio

n
(ie

C 
62

44
3)

sy
st

em
 D

at
a,

  W
iri

ng
 d

ia
gr

am
, m

ec
ha

ni
ca

l d
es

ig
n,

 o
&m

 in
fo

rm
at

io
n 

(e
.g

. o
pe

ra
tio

n 
an

d
m

ai
nt

en
an

ce
 in

fo
rm

at
io

n 
sh

al
l b

e 
pr

ov
id

ed
 a

nd
 sh

al
l i

nc
lu

de
, a

t a
 m

in
im

um
, t

he
 fo

llo
w

in
g 

ite
m

s:
a)

 P
ro

ce
du

re
s f

or
 v

er
ify

in
g 

co
rr

ec
t s

ys
te

m
 o

pe
ra

tio
n.

 b
) a

 c
he

ck
lis

t o
f w

ha
t t

o 
do

 in
 c

as
e 

of
 a

 sy
st

em
fa

ilu
re

. c
) e

m
er

ge
nc

y 
sh

ut
do

w
n 

an
d 

is
ol

at
io

n 
pr

oc
ed

ur
es

. d
) m

ai
nt

en
an

ce
 a

nd
 c

le
an

in
g

re
co

m
m

en
da

tio
ns

 (i
f a

ny
), 

te
st

 re
su

lts
 a

nd
 c

om
m

is
si

on
in

g 
da

ta
, 

in
iti

al
/

on
go

in
g

ne
ce

ss
ar

y

Do
cu

m
en

ta
tio

n
as

 -b
ui

lt
sy

st
em

 V
er

ifi
ca

tio
n

in
sp

ec
tio

n,
 t

es
tin

g 
 1

)t
es

t c
on

tin
ui

ty
 o

f e
qu

ip
m

en
t g

ro
un

di
ng

 co
nd

uc
to

rs
 a

nd
 sy

st
em

 g
ro

un
di

ng
co

nd
uc

to
rs

 (i
f a

pp
lic

ab
le

). 
2)

 t
es

t p
ol

ar
ity

 o
f a

ll 
dc

 ca
bl

es
 a

nd
 c

he
ck

 fo
r c

or
re

ct
 ca

bl
e 

id
en

tif
ic

at
io

n 
an

d
co

nn
ec

tio
n.

 3
) t

es
t o

pe
n-

ci
rc

ui
t v

ol
ta

ge
 [V

oc
] f

or
 e

ac
h 

PV
 so

ur
ce

 c
irc

ui
t. 

4)
 t

es
t s

ho
rt-

ci
rc

ui
t c

ur
re

nt
 [i

sc
]

fo
r e

ac
h 

PV
 so

ur
ce

 c
irc

ui
t. 

5)
 t

es
t f

un
ct

io
na

lit
y o

f m
aj

or
 sy

st
em

 co
m

po
ne

nt
s (

sw
itc

hg
ea

r, 
co

nt
ro

ls,
in

ve
rte

rs
), 

in
cl

ud
in

g 
in

ve
rte

r a
nt

i-i
sla

nd
in

g.
 6

) t
es

t t
he

 in
su

la
tio

n 
re

sis
ta

nc
e 

of
 th

e 
dc

 c
irc

ui
t c

on
du

ct
or

s

in
iti

al
/

on
go

in
g

ne
ce

ss
ar

y

Do
cu

m
en

ta
tio

n
o

&m
-D

ur
at

io
n

Pl
an

t a
ud

it
au

di
t o

f a
 p

ow
er

 p
la

nt
 a

t t
ak

e-
ov

er
 b

y 
o

&m
 c

on
tr

ac
to

r, 
ch

ec
ki

ng
 o

&m
 re

po
rt

s,
 fa

ul
ts

, r
ep

ai
rs

,
in

iti
al

 +
ne

ce
ss

ar
y

Do
cu

m
en

ta
tio

n
o

&m
-D

ur
at

io
n

lo
g 

Bo
ok

Ch
ec

ki
ng

 a
nd

 k
ee

pi
ng

 re
co

rd
s 

fo
r t

ic
ke

ts
, f

au
lts

, i
ns

pe
ct

io
n 

re
su

lts
, o

r o
th

er
 e

ve
nt

s 
in

to
 o

ne
 lo

g
bo

ok
, a

s 
w

el
l a

s 
fe

ed
 b

ac
k 

an
d 

en
su

in
g 

w
or

k 
pl

an
 fo

r i
nt

er
na

l p
ur

po
se

, c
lie

nt
, i

ns
ur

an
ce

, e
tc

.
da

ily
ne

ce
ss

ar
y

Do
cu

m
en

ta
tio

n
o

&m
-D

ur
at

io
n

m
ai

nt
en

an
ce

Cr
ea

tio
n 

of
 a

 m
ai

nt
en

an
ce

 p
ro

to
co

le
 (a

bo
ut

 m
ai

nt
en

an
ce

 d
on

e 
ac

co
rd

in
g 

to
 m

an
uf

ac
tu

re
r

re
qu

ire
m

en
ts

 o
r a

t l
ea

st
 to

 m
an

da
to

ry
 n

at
io

na
l r

eg
ul

at
or

y 
re

gu
la

tio
ns

)
ne

ce
ss

ar
y

Do
cu

m
en

ta
tio

n
o

&m
-D

ur
at

io
n

in
sp

ec
tio

n
Cr

ea
tio

n 
of

 a
n 

in
sp

ec
tio

n 
pr

ot
oc

ol
e

ne
ce

ss
ar

y

Do
cu

m
en

ta
tio

n
o

&m
-D

ur
at

io
n

W
or

k 
Pl

an
ac

tio
n 

Pl
an

 fo
llo

w
in

g 
au

di
t, 

m
ai

nt
en

an
ce

 P
ro

to
co

le
, a

nd
 in

sp
ec

tio
n 

Pr
ot

oc
ol

e,
 in

 o
rd

er
 to

on
go

in
g

ne
ce

ss
ar

y

Do
cu

m
en

ta
tio

n
o

&m
-D

ur
at

io
n

Re
po

rt
o

ng
oi

ng
 re

po
rt

in
g 

as
 s

pe
ci

fie
d 

in
 o

&m
 C

on
tr

ac
t t

o 
in

fo
rm

 c
lie

nt
 a

bo
ut

 is
su

es
, d

ia
gn

os
is

, a
nd

re
pa

irs
, a

s 
w

el
l a

s 
pl

an
t p

er
fo

rm
an

ce
 (s

um
m

ar
y 

of
 fa

ilu
re

s,
 lo

ss
es

, K
Pi

s,
 h

um
an

 a
ct

iv
ity

 o
n 

si
te

)
m

on
th

ly
/

qu
ar

te
rly

/
an

nu
al

ly

ne
ce

ss
ar

y

D
oc

um
en

ta
tio

n
o

&m
-D

ur
at

io
n

Va
ria

nc
e 

an
al

ys
is

on
go

in
g

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
m

od
ul

es
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
m

od
ul

es
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
m

od
ul

es
th

er
m

og
ra

ph
y 

in
sp

ec
tio

n
m

on
th

ly
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
m

od
ul

es
m

ea
su

re
m

en
ts

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
m

od
ul

es
Re

tig
ht

en
in

g
m

on
th

ly
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
m

od
ul

es
m

od
ul

es
 c

le
an

in
g

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
m

od
ul

es
on

-s
ite

 d
eg

ra
da

tio
n 

m
ea

su
re

m
en

t (
w

ith
 m

os
t a

cc
ur

at
e a

nd
 a

va
ila

bl
e t

ec
hn

ol
og

y)
 w

ith
 p

re
-d

ef
in

ed
 re

fe
re

nc
e

m
od

ul
es

 a
nd

 st
rin

gs
. n

B:
 a

cc
ur

at
e m

od
ul

e a
nd

 st
rin

g s
el

ec
tio

n 
ne

ce
ss

ar
y +

 st
ab

le
+h

ig
h 

irr
ad

ia
tio

n 
an

nu
al

op
tio

na
l/a

cc
or

di
ng

to
 cl

ie
nt

Po
w

er
 G

en
er

at
io

n
lV

ar
ra

y/
st

rin
g 

Ju
nc

tio
n

in
te

gr
ity

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

ar
ra

y/
st

rin
g 

Ju
nc

tio
n

D
oc

um
en

ts
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

ar
ra

y/
st

rin
g 

Ju
nc

tio
n

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

ar
ra

y/
st

rin
g 

Ju
nc

tio
n

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

ar
ra

y/
st

rin
g 

Ju
nc

tio
n

el
ec

tr
ic

al
 p

ro
te

ct
io

ns
 v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

ar
ra

y/
st

rin
g 

Ju
nc

tio
n

th
er

m
og

ra
ph

y 
in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV sw

itc
hb

oa
rd

ar
ra

y/
st

rin
g 

Ju
nc

tio
n

Bo
x

se
ns

or
s 

fu
nc

tio
na

l v
er

ifi
ca

tio
n

an
nu

al
ne

ce
ss

ar
y



SolarPower Europe / o&m Best PRaCtiCes GuiDelines / 67

SU
B 

GR
O

U
P

EQ
U

IP
M

EN
T

SU
B 

U
N

IT
TA

SK
FR

EQ
UE

NC
Y

IM
PO

RT
AN

CE
O

&
M

 D
EC

IS
IO

N 
O

N
FR

EQ
UE

NC
Y 

(B
Y

TE
CH

NI
CA

L 
M

AN
AG

ER
)

W
1 

- W
52

 
(R

EP
O

RT
IN

G 
EV

ER
Y

W
EE

K 
O

F 
TH

E 
YE

AR
)

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

Ge
ne

ra
to

r J
un

ct
io

n 
Bo

x
m

ea
su

re
m

en
ts

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

Ge
ne

ra
to

r J
un

ct
io

n 
Bo

x
el

ec
tr

ic
al

 p
ro

te
ct

io
n 

co
rr

ec
t o

pe
ra

tio
n

m
on

th
ly

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

Ge
ne

ra
to

r J
un

ct
io

n 
Bo

x
Ch

ec
k 

fu
se

 s
ta

tu
s

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

Ge
ne

ra
to

r J
un

ct
io

n 
Bo

x
m

on
ito

rin
g 

op
er

at
io

n 
te

st
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

Ge
ne

ra
to

r J
un

ct
io

n 
Bo

x
Ch

ec
k 

ca
bl

es
 te

rm
in

al
s

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

Ge
ne

ra
to

r J
un

ct
io

n 
Bo

x
Ge

ne
ra

l c
le

an
in

g
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
in

te
gr

ity
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
D

oc
um

en
ts

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
la

be
lli

ng
 a

nd
 id

en
tif

ic
at

io
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
el

ec
tr

ic
al

 p
ro

te
ct

io
ns

 v
is

ua
l i

ns
pe

ct
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
th

er
m

og
ra

ph
y 

in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
se

ns
or

s 
fu

nc
tio

na
l v

er
ifi

ca
tio

n
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
m

ea
su

re
m

en
ts

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
Ch

ec
k 

co
rr

ec
t o

pe
ra

tio
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
el

ec
tr

ic
al

 p
ro

te
ct

io
n 

co
rr

ec
t o

pe
ra

tio
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
Ch

ec
k 

fu
se

 s
ta

tu
s

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
Ch

ec
k 

ca
bl

es
 te

rm
in

al
s

m
on

th
ly

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

aC
 C

om
bi

ne
r s

w
itc

hb
oa

rd
Ge

ne
ra

l c
le

an
in

g
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

au
X 

sw
itc

hb
oa

rd
in

te
gr

ity
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

au
X 

sw
itc

hb
oa

rd
D

oc
um

en
ts

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

au
X 

sw
itc

hb
oa

rd
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

au
X 

sw
itc

hb
oa

rd
la

be
lli

ng
 a

nd
 id

en
tif

ic
at

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

au
X 

sw
itc

hb
oa

rd
el

ec
tr

ic
al

 p
ro

te
ct

io
ns

 v
is

ua
l i

ns
pe

ct
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

au
X 

sw
itc

hb
oa

rd
th

er
m

og
ra

ph
y 

in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

au
X 

sw
itc

hb
oa

rd
m

ea
su

re
m

en
ts

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

au
X 

sw
itc

hb
oa

rd
el

ec
tr

ic
al

 p
ro

te
ct

io
n 

co
rr

ec
t o

pe
ra

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

au
X 

sw
itc

hb
oa

rd
Ch

ec
k 

fu
se

 s
ta

tu
s

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

au
X 

sw
itc

hb
oa

rd
Ch

ec
k 

ca
bl

es
 te

rm
in

al
s

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
lV

 s
w

itc
hb

oa
rd

au
X 

sw
itc

hb
oa

rd
Ge

ne
ra

l c
le

an
in

g
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
Ca

bl
es

D
C 

Ca
bl

es
in

te
gr

ity
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
Ca

bl
es

D
C 

Ca
bl

es
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
Ca

bl
es

D
C 

Ca
bl

es
la

be
lli

ng
 a

nd
 id

en
tif

ic
at

io
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
Ca

bl
es

aC
 C

ab
le

s
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
Ca

bl
es

aC
 C

ab
le

s
la

be
lli

ng
 a

nd
 id

en
tif

ic
at

io
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
Ca

bl
es

aC
 C

ab
le

s
m

ea
su

re
m

en
ts

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

sa
fe

ty
 e

qu
ip

m
en

t i
ns

pe
ct

io
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

in
te

gr
ity

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

D
oc

um
en

ts
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y



68 / SolarPower Europe / o&m Best PRaCtiCes GuiDelines

D ANNEX /  ContinueD
SU

B 
GR

O
U

P
EQ

U
IP

M
EN

T
SU

B 
U

N
IT

TA
SK

FR
EQ

UE
NC

Y
IM

PO
RT

AN
CE

O
&

M
 D

EC
IS

IO
N 

O
N

FR
EQ

UE
NC

Y 
(B

Y
TE

CH
NI

CA
L 

M
AN

AG
ER

)

W
1 

- W
52

 
(R

EP
O

RT
IN

G 
EV

ER
Y

W
EE

K 
O

F 
TH

E 
YE

AR
)

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

el
ec

tr
ic

al
 p

ro
te

ct
io

ns
 v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

th
er

m
og

ra
ph

y 
in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

se
ns

or
s 

fu
nc

tio
na

l v
er

ifi
ca

tio
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

m
ea

su
re

m
en

ts
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

Pa
ra

m
et

er
s 

ch
ec

k
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

el
ec

tr
ic

al
 p

ro
te

ct
io

n 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

Ch
ec

k 
ve

nt
ila

tio
n 

sy
st

em
 o

pe
ra

tio
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

Ch
ec

k 
fu

se
 s

ta
tu

s
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

Ch
ec

k 
ca

bl
es

 te
rm

in
al

s
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

Ba
tt

er
y 

re
pl

ac
em

en
t

ev
er

y 
fiv

e 
ye

ar
s

ac
co

rd
in

g 
to

 m
an

uf
ac

tu
re

rs
re

co
m

en
da

tio
ns

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

Fa
ns

 re
pl

ac
em

en
t

ev
er

y 
fiv

e 
ye

ar
s

ac
co

rd
in

g 
to

 m
an

uf
ac

tu
re

rs
re

co
m

en
da

tio
ns

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

Ge
ne

ra
l c

le
an

in
g

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

Ce
nt

ra
l i

nv
er

te
rs

Ve
nt

ila
tio

n 
cl

ea
ni

ng
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

sa
fe

ty
 e

qu
ip

m
en

t i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

in
te

gr
ity

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

el
ec

tr
ic

al
 p

ro
te

ct
io

ns
 v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

th
er

m
og

ra
ph

y 
in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

m
ea

su
re

m
en

ts
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

Pa
ra

m
et

er
s 

ch
ec

k
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

el
ec

tr
ic

al
 p

ro
te

ct
io

n 
co

rr
ec

t o
pe

ra
tio

n
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

Ch
ec

k 
ve

nt
ila

tio
n 

sy
st

em
 o

pe
ra

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

Ch
ec

k 
ca

bl
es

 te
rm

in
al

s
an

nu
al

ne
ce

ss
ar

y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

Ba
tt

er
y 

re
pl

ac
em

en
t

ev
er

y 
fiv

e 
ye

ar
s

ac
co

rd
in

g 
to

 m
an

uf
ac

tu
re

rs
re

co
m

en
da

tio
ns

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

Fa
ns

 re
pl

ac
em

en
t

ev
er

y 
fiv

e 
ye

ar
s

ac
co

rd
in

g 
to

 m
an

uf
ac

tu
re

rs
re

co
m

en
da

tio
ns

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

Ge
ne

ra
l c

le
an

in
g

an
nu

al
ne

ce
ss

ar
y

Po
w

er
 G

en
er

at
io

n
in

ve
rt

er
s

st
rin

g 
in

ve
rt

er
s

Ve
nt

ila
tio

n 
cl

ea
ni

ng
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Ca
bl

es
H

V 
Ca

bl
es

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Ca
bl

es
H

V 
Ca

bl
es

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 t

ra
ns

fo
rm

er
in

te
gr

ity
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 t

ra
ns

fo
rm

er
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 t

ra
ns

fo
rm

er
m

ec
ha

ni
ca

l v
is

ua
l i

ns
pe

ct
io

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 t

ra
ns

fo
rm

er
la

be
lli

ng
 a

nd
 id

en
tif

ic
at

io
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 t

ra
ns

fo
rm

er
th

er
m

og
ra

ph
y 

in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y



SolarPower Europe / o&m Best PRaCtiCes GuiDelines / 69

SU
B 

GR
O

U
P

EQ
U

IP
M

EN
T

SU
B 

U
N

IT
TA

SK
FR

EQ
UE

NC
Y

IM
PO

RT
AN

CE
O

&
M

 D
EC

IS
IO

N 
O

N
FR

EQ
UE

NC
Y 

(B
Y

TE
CH

NI
CA

L 
M

AN
AG

ER
)

W
1 

- W
52

 
(R

EP
O

RT
IN

G 
EV

ER
Y

W
EE

K 
O

F 
TH

E 
YE

AR
)

H
V 

sy
st

em
s

Po
w

er
 t

ra
ns

fo
rm

er
se

ns
or

s 
fu

nc
tio

na
l v

er
ifi

ca
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 t

ra
ns

fo
rm

er
m

ea
su

re
m

en
ts

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 t

ra
ns

fo
rm

er
Pa

ra
m

et
er

s 
ch

ec
k

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 t

ra
ns

fo
rm

er
Ch

ec
k 

co
rr

ec
t o

pe
ra

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 t

ra
ns

fo
rm

er
Ch

ec
k 

ca
bl

es
 te

rm
in

al
s

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 t

ra
ns

fo
rm

er
Po

w
er

 tr
an

sf
or

m
er

 c
le

an
in

g
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
m

ec
ha

ni
ca

l v
is

ua
l i

ns
pe

ct
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
la

be
lli

ng
 a

nd
 id

en
tif

ic
at

io
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
el

ec
tr

ic
al

 p
ro

te
ct

io
ns

 v
is

ua
l i

ns
pe

ct
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
th

er
m

og
ra

ph
y 

in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
se

ns
or

s 
fu

nc
tio

na
l v

er
ifi

ca
tio

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
m

ea
su

re
m

en
ts

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
Ch

ec
k 

co
rr

ec
t o

pe
ra

tio
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
Ch

ec
k 

fu
se

 s
ta

tu
s

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
Ch

ec
k 

ca
bl

es
 te

rm
in

al
s

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
Ge

ne
ra

l c
le

an
in

g
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

H
V 

sw
itc

hg
ea

r
m

ec
ha

ni
ca

l l
ub

ric
at

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

in
te

gr
ity

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

D
oc

um
en

ts
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

el
ec

tr
ic

al
 p

ro
te

ct
io

ns
 v

is
ua

l i
ns

pe
ct

io
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

th
er

m
og

ra
ph

y 
in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

se
ns

or
s 

fu
nc

tio
na

l v
er

ifi
ca

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

m
ea

su
re

m
en

ts
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

Pa
ra

m
et

er
s 

ch
ec

k
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

Ch
ec

k 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

el
ec

tr
ic

al
 p

ro
te

ct
io

n 
co

rr
ec

t o
pe

ra
tio

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

Ch
ec

k 
fu

se
 s

ta
tu

s
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

so
ftw

ar
e 

m
ai

nt
en

an
ce

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

m
on

ito
rin

g 
op

er
at

io
n 

te
st

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

Ch
ec

k 
ca

bl
es

 te
rm

in
al

s
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

Ba
tt

er
y 

re
pl

ac
em

en
t

ev
er

y 
fiv

e 
ye

ar
s

ac
co

rd
in

g 
to

 m
an

uf
ac

tu
re

rs
re

co
m

en
da

tio
ns

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
au

X 
sw

itc
hb

oa
rd

Ge
ne

ra
l c

le
an

in
g

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

in
te

gr
ity

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

D
oc

um
en

ts
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

an
nu

al
ne

ce
ss

ar
y



70 / SolarPower Europe / o&m Best PRaCtiCes GuiDelines

D ANNEX /  ContinueD
SU

B 
GR

O
U

P
EQ

U
IP

M
EN

T
SU

B 
U

N
IT

TA
SK

FR
EQ

UE
NC

Y
IM

PO
RT

AN
CE

O
&

M
 D

EC
IS

IO
N 

O
N

FR
EQ

UE
NC

Y 
(B

Y
TE

CH
NI

CA
L 

M
AN

AG
ER

)

W
1 

- W
52

 
(R

EP
O

RT
IN

G 
EV

ER
Y

W
EE

K 
O

F 
TH

E 
YE

AR
)

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

el
ec

tr
ic

al
 p

ro
te

ct
io

ns
 v

is
ua

l i
ns

pe
ct

io
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

th
er

m
og

ra
ph

y 
in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

se
ns

or
s 

fu
nc

tio
na

l v
er

ifi
ca

tio
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

m
ea

su
re

m
en

ts
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

Ch
ec

k 
co

rr
ec

t o
pe

ra
tio

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

el
ec

tr
ic

al
 p

ro
te

ct
io

n 
co

rr
ec

t o
pe

ra
tio

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

Ch
ec

k 
fu

se
 s

ta
tu

s
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

Ch
ec

k 
ca

bl
es

 te
rm

in
al

s
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

m
ai

n 
sw

itc
hb

oa
rd

m
ai

n 
aC

 s
w

itc
hb

oa
rd

Ge
ne

ra
l c

le
an

in
g

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 a

na
ly

se
r

Ba
tt

er
y 

re
pl

ac
em

en
t

ev
er

y 
fiv

e 
ye

ar
s

ac
co

rd
in

g 
to

 m
an

uf
ac

tu
re

rs
re

co
m

en
da

tio
ns

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 a

na
ly

se
r

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 a

na
ly

se
r

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 a

na
ly

se
r

m
ea

su
re

m
en

ts
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 a

na
ly

se
r

in
te

gr
ity

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 a

na
ly

se
r

so
ftw

ar
e 

m
ai

nt
en

an
ce

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 a

na
ly

se
r

m
on

ito
rin

g 
op

er
at

io
n 

te
st

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 a

na
ly

se
r

Pa
ra

m
et

er
s 

ch
ec

k
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 a

na
ly

se
r

Ge
ne

ra
l c

le
an

in
g

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

en
er

gy
 m

et
er

Ge
ne

ra
l c

le
an

in
g

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

en
er

gy
 m

et
er

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

en
er

gy
 m

et
er

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

en
er

gy
 m

et
er

m
ea

su
re

m
en

ts
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

en
er

gy
 m

et
er

in
te

gr
ity

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

en
er

gy
 m

et
er

m
on

ito
rin

g 
op

er
at

io
n 

te
st

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

en
er

gy
 m

et
er

Pa
ra

m
et

er
s 

ch
ec

k
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

en
er

gy
 m

et
er

Ch
ec

k 
ca

bl
es

 te
rm

in
al

s
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

m
ul

tif
un

ct
io

na
l H

V
Pr

ot
ec

tio
n

Ba
tt

er
y 

re
pl

ac
em

en
t

ev
er

y 
fiv

e 
ye

ar
s

ac
co

rd
in

g 
to

 m
an

uf
ac

tu
re

rs
re

co
m

en
da

tio
ns

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

m
ul

tif
un

ct
io

na
l H

V
Pa

ra
m

et
er

s 
ch

ec
k

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

m
ul

tif
un

ct
io

na
l H

V
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

m
ul

tif
un

ct
io

na
l H

V
la

be
lli

ng
 a

nd
 id

en
tif

ic
at

io
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

m
ul

tif
un

ct
io

na
l H

V
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

m
ul

tif
un

ct
io

na
l H

V
so

ftw
ar

e 
m

ai
nt

en
an

ce
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

m
ul

tif
un

ct
io

na
l H

V
m

on
ito

rin
g 

op
er

at
io

n 
te

st
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

m
ul

tif
un

ct
io

na
l H

V
Ge

ne
ra

l c
le

an
in

g
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

Ba
tt

er
y 

re
pl

ac
em

en
t

ev
er

y 
fiv

e 
ye

ar
s

ac
co

rd
in

g 
to

 m
an

uf
ac

tu
re

rs
re

co
m

en
da

tio
ns



SolarPower Europe / o&m Best PRaCtiCes GuiDelines / 71

SU
B 

GR
O

U
P

EQ
U

IP
M

EN
T

SU
B 

U
N

IT
TA

SK
FR

EQ
UE

NC
Y

IM
PO

RT
AN

CE
O

&
M

 D
EC

IS
IO

N 
O

N
FR

EQ
UE

NC
Y 

(B
Y

TE
CH

NI
CA

L 
M

AN
AG

ER
)

W
1 

- W
52

 
(R

EP
O

RT
IN

G 
EV

ER
Y

W
EE

K 
O

F 
TH

E 
YE

AR
)

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

el
ec

tr
ic

al
 p

ro
te

ct
io

n 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

Ba
tt

er
y 

in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

se
ns

or
s 

fu
nc

tio
na

l v
er

ifi
ca

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

in
te

gr
ity

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

Ch
ec

k 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

so
ftw

ar
e 

m
ai

nt
en

an
ce

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

el
ec

tr
ic

al
 p

ro
te

ct
io

ns
 v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

m
on

ito
rin

g 
op

er
at

io
n 

te
st

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

Ch
ec

k 
ca

bl
es

 te
rm

in
al

s
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

Pa
ra

m
et

er
s 

ch
ec

k
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

m
ea

su
re

m
en

ts
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

H
V 

sy
st

em
s

Po
w

er
 m

on
ito

rin
g

Po
w

er
 C

on
tr

ol
 u

ni
t

Ge
ne

ra
l c

le
an

in
g

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
u

Ps
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
u

Ps
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
an

nu
al

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
u

Ps
th

er
m

og
ra

ph
y 

in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
u

Ps
el

ec
tr

ic
al

 p
ro

te
ct

io
n 

co
rr

ec
t o

pe
ra

tio
n

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
u

Ps
Ba

tt
er

y 
in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
u

Ps
Ch

ec
k 

ve
nt

ila
tio

n 
sy

st
em

 o
pe

ra
tio

n
an

nu
al

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
u

Ps
Ch

ec
k 

ca
bl

es
 te

rm
in

al
s

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
u

Ps
Ge

ne
ra

l c
le

an
in

g
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
em

er
ge

nc
y 

Ge
ne

ra
to

r
in

te
gr

ity
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
em

er
ge

nc
y 

Ge
ne

ra
to

r
m

ec
ha

ni
ca

l v
is

ua
l i

ns
pe

ct
io

n
an

nu
al

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
em

er
ge

nc
y 

Ge
ne

ra
to

r
m

ea
su

re
m

en
ts

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
em

er
ge

nc
y 

Ge
ne

ra
to

r
Pa

ra
m

et
er

s 
ch

ec
k

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
em

er
ge

nc
y 

Ge
ne

ra
to

r
Ch

ec
k 

co
rr

ec
t o

pe
ra

tio
n

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
em

er
ge

nc
y 

Ge
ne

ra
to

r
el

ec
tr

ic
al

 p
ro

te
ct

io
n 

co
rr

ec
t o

pe
ra

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
em

er
ge

nc
y 

Ge
ne

ra
to

r
Ba

tt
er

y 
in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
em

er
ge

nc
y 

Ge
ne

ra
to

r
m

ec
ha

ni
ca

l v
er

ifi
ca

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
em

er
ge

nc
y 

Ge
ne

ra
to

r
Re

tig
ht

en
in

g
an

nu
al

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ba

ck
up

 P
ow

er
 s

up
pl

y
em

er
ge

nc
y 

Ge
ne

ra
to

r
Fi

lte
rs

 re
pl

ac
em

en
t

ev
er

y 
fiv

e 
ye

ar
s

ac
co

rd
in

g 
to

 m
an

uf
ac

tu
re

rs
re

co
m

en
da

tio
ns

Ge
ne

ra
l u

til
iti

es
Ge

ne
ra

l u
til

iti
es

 s
w

itc
hb

oa
rd

in
te

gr
ity

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Ge

ne
ra

l u
til

iti
es

 s
w

itc
hb

oa
rd

D
oc

um
en

ts
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ge

ne
ra

l u
til

iti
es

 s
w

itc
hb

oa
rd

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ge

ne
ra

l u
til

iti
es

 s
w

itc
hb

oa
rd

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Ge

ne
ra

l u
til

iti
es

 s
w

itc
hb

oa
rd

th
er

m
og

ra
ph

y 
in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Ge

ne
ra

l u
til

iti
es

 s
w

itc
hb

oa
rd

m
ea

su
re

m
en

ts
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y



72 / SolarPower Europe / o&m Best PRaCtiCes GuiDelines

D ANNEX /  ContinueD
SU

B 
GR

O
U

P
EQ

U
IP

M
EN

T
SU

B 
U

N
IT

TA
SK

FR
EQ

UE
NC

Y
IM

PO
RT

AN
CE

O
&

M
 D

EC
IS

IO
N 

O
N

FR
EQ

UE
NC

Y 
(B

Y
TE

CH
NI

CA
L 

M
AN

AG
ER

)

W
1 

- W
52

 
(R

EP
O

RT
IN

G 
EV

ER
Y

W
EE

K 
O

F 
TH

E 
YE

AR
)

Ge
ne

ra
l u

til
iti

es
Ge

ne
ra

l u
til

iti
es

 s
w

itc
hb

oa
rd

el
ec

tr
ic

al
 p

ro
te

ct
io

n 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Ge

ne
ra

l u
til

iti
es

 s
w

itc
hb

oa
rd

Ch
ec

k 
ca

bl
es

 te
rm

in
al

s
an

nu
al

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Ge

ne
ra

l u
til

iti
es

 s
w

itc
hb

oa
rd

Ge
ne

ra
l c

le
an

in
g

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
li

gh
ts

 a
nd

 e
le

ct
ric

 s
oc

ke
ts

in
te

gr
ity

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
li

gh
ts

 a
nd

 e
le

ct
ric

 s
oc

ke
ts

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
li

gh
ts

 a
nd

 e
le

ct
ric

 s
oc

ke
ts

m
ea

su
re

m
en

ts
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
li

gh
ts

 a
nd

 e
le

ct
ric

 s
oc

ke
ts

Ch
ec

k 
co

rr
ec

t o
pe

ra
tio

n
an

nu
al

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
li

gh
ts

 a
nd

 e
le

ct
ric

 s
oc

ke
ts

Ge
ne

ra
l c

le
an

in
g

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
H

Va
C

ai
r c

on
di

tio
ni

ng
 v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
H

Va
C

H
ea

te
r v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
H

Va
C

Ve
nt

ila
tio

n 
vi

su
al

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
H

Va
C

se
ns

or
s 

fu
nc

tio
na

l v
er

ifi
ca

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
H

Va
C

m
ea

su
re

m
en

ts
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
H

Va
C

Ch
ec

k 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
H

Va
C

Ch
ec

k 
ve

nt
ila

tio
n 

sy
st

em
 o

pe
ra

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
H

Va
C

ai
r c

on
di

tio
ni

ng
 c

le
an

in
g

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
H

Va
C

Ve
nt

ila
tio

n 
cl

ea
ni

ng
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
au

xi
lia

ry
 s

ys
te

m
H

Va
C

H
ea

te
r c

le
an

in
g

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
W

at
er

 s
up

pl
y 

sy
st

em
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Fi

re
 D

et
ec

tio
n 

Ce
nt

ra
l

se
ns

or
s 

fu
nc

tio
na

l v
er

ifi
ca

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
Fi

re
 D

et
ec

tio
n 

Ce
nt

ra
l

Ch
ec

k 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Fi

re
 D

et
ec

tio
n 

Ce
nt

ra
l

el
ec

tr
ic

al
 p

ro
te

ct
io

n 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Fi

re
 D

et
ec

tio
n 

Ce
nt

ra
l

Ba
tt

er
y 

in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Fi

re
 D

et
ec

tio
n 

Ce
nt

ra
l

Ge
ne

ra
l c

le
an

in
g

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
Fi

re
 D

et
ec

tio
n 

Ce
nt

ra
l

Ca
m

er
as

 &
 s

en
so

rs
 c

le
an

in
g

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
li

gh
tn

in
g 

Pr
ot

ec
tio

n
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
lo

w
 V

ol
ta

ge
 P

ow
er

 t
ra

ns
fo

rm
er

in
te

gr
ity

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
lo

w
 V

ol
ta

ge
 P

ow
er

 t
ra

ns
fo

rm
er

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
lo

w
 V

ol
ta

ge
 P

ow
er

 t
ra

ns
fo

rm
er

m
ec

ha
ni

ca
l v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
lo

w
 V

ol
ta

ge
 P

ow
er

 t
ra

ns
fo

rm
er

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
an

nu
al

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
lo

w
 V

ol
ta

ge
 P

ow
er

 t
ra

ns
fo

rm
er

th
er

m
og

ra
ph

y 
in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
lo

w
 V

ol
ta

ge
 P

ow
er

 t
ra

ns
fo

rm
er

se
ns

or
s 

fu
nc

tio
na

l v
er

ifi
ca

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
lo

w
 V

ol
ta

ge
 P

ow
er

 t
ra

ns
fo

rm
er

m
ea

su
re

m
en

ts
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

Ge
ne

ra
l u

til
iti

es
lo

w
 V

ol
ta

ge
 P

ow
er

 t
ra

ns
fo

rm
er

Pa
ra

m
et

er
s 

ch
ec

k
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
lo

w
 V

ol
ta

ge
 P

ow
er

 t
ra

ns
fo

rm
er

Ch
ec

k 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
lo

w
 V

ol
ta

ge
 P

ow
er

 t
ra

ns
fo

rm
er

Ch
ec

k 
ca

bl
es

 te
rm

in
al

s
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

Ge
ne

ra
l u

til
iti

es
lo

w
 V

ol
ta

ge
 P

ow
er

 t
ra

ns
fo

rm
er

Po
w

er
 tr

an
sf

or
m

er
 c

le
an

in
g

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
Fi

el
d

Fe
nc

e
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
Fi

el
d

Fe
nc

e
m

ec
ha

ni
ca

l l
ub

ric
at

io
n

an
nu

al
ne

ce
ss

ar
y



SolarPower Europe / o&m Best PRaCtiCes GuiDelines / 73

SU
B 

GR
O

U
P

EQ
U

IP
M

EN
T

SU
B 

U
N

IT
TA

SK
FR

EQ
UE

NC
Y

IM
PO

RT
AN

CE
O

&
M

 D
EC

IS
IO

N 
O

N
FR

EQ
UE

NC
Y 

(B
Y

TE
CH

NI
CA

L 
M

AN
AG

ER
)

W
1 

- W
52

 
(R

EP
O

RT
IN

G 
EV

ER
Y

W
EE

K 
O

F 
TH

E 
YE

AR
)

in
fra

st
ru

ct
ur

e
Fi

el
d

Ve
ge

ta
tio

n
Ve

ge
ta

tio
n 

cl
ea

rin
g

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
Fi

el
d

Pa
th

s
in

te
gr

ity
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
Fi

el
d

Pa
th

s
Ve

ge
ta

tio
n 

cl
ea

rin
g

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
Fi

el
d

D
ra

in
ag

e 
sy

st
em

Ge
ne

ra
l c

le
an

in
g

an
nu

al
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
Fi

el
d

m
an

ho
le

s
in

te
gr

ity
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
Bu

ild
in

gs
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
Bu

ild
in

gs
D

oc
um

en
ts

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
Bu

ild
in

gs
Ge

ne
ra

l c
le

an
in

g
an

nu
al

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
sa

fe
ty

sa
fe

ty
 e

qu
ip

m
en

t i
ns

pe
ct

io
n

an
nu

al
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
sa

fe
ty

Ch
ec

k 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
Fi

xe
d 

st
ru

ct
ur

e
in

te
gr

ity
 in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
Fi

xe
d 

st
ru

ct
ur

e
Re

tig
ht

en
in

g
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
m

ec
ha

ni
ca

l v
is

ua
l i

ns
pe

ct
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
la

be
lli

ng
 a

nd
 id

en
tif

ic
at

io
n

an
nu

al
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
th

er
m

og
ra

ph
y 

in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
m

ea
su

re
m

en
ts

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
Pa

ra
m

et
er

s 
ch

ec
k

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
Ch

ec
k 

co
rr

ec
t o

pe
ra

tio
n

an
nu

al
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
el

ec
tr

ic
al

 p
ro

te
ct

io
n 

co
rr

ec
t o

pe
ra

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
m

on
ito

rin
g 

op
er

at
io

n 
te

st
an

nu
al

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
Ch

ec
k 

ca
bl

es
 te

rm
in

al
s

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
Re

tig
ht

en
in

g
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
Ba

tt
er

y 
re

pl
ac

em
en

t
ev

er
y 

fiv
e 

ye
ar

s
ac

co
rd

in
g 

to
 m

an
uf

ac
tu

re
rs

re
co

m
en

da
tio

ns

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
Ge

ne
ra

l c
le

an
in

g
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

in
fra

st
ru

ct
ur

e
PV

 s
up

po
rt

 s
tr

uc
tu

re
so

la
r t

ra
ck

er
m

ec
ha

ni
ca

l l
ub

ric
at

io
n

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

in
te

gr
ity

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

se
ns

or
s 

fu
nc

tio
na

l v
er

ifi
ca

tio
n

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

m
ea

su
re

m
en

ts
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

Ch
ec

k 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

el
ec

tr
ic

al
 p

ro
te

ct
io

n 
co

rr
ec

t o
pe

ra
tio

n
an

nu
al

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

Ba
tt

er
y 

in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

m
on

ito
rin

g 
op

er
at

io
n 

te
st

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

Ge
ne

ra
l c

le
an

in
g

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

Ca
m

er
as

 &
 s

en
so

rs
 c

le
an

in
g

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

irr
ad

ia
tio

n 
se

ns
or

s
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

irr
ad

ia
tio

n 
se

ns
or

s
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y



74 / SolarPower Europe / o&m Best PRaCtiCes GuiDelines

D ANNEX /  ContinueD
SU

B 
GR

O
U

P
EQ

U
IP

M
EN

T
SU

B 
U

N
IT

TA
SK

FR
EQ

UE
NC

Y
IM

PO
RT

AN
CE

O
&

M
 D

EC
IS

IO
N 

O
N

FR
EQ

UE
NC

Y 
(B

Y
TE

CH
NI

CA
L 

M
AN

AG
ER

)

W
1 

- W
52

 
(R

EP
O

RT
IN

G 
EV

ER
Y

W
EE

K 
O

F 
TH

E 
YE

AR
)

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

irr
ad

ia
tio

n 
se

ns
or

s
se

ns
or

s 
fu

nc
tio

na
l v

er
ifi

ca
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

irr
ad

ia
tio

n 
se

ns
or

s
se

ns
or

s 
ca

lib
ra

tio
n

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

W
ea

th
er

 s
ta

tio
n

irr
ad

ia
tio

n 
se

ns
or

s
Ca

m
er

as
 &

 s
en

so
rs

 c
le

an
in

g
an

nu
al

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

m
on

ito
rin

g 
sy

st
em

 C
ab

lin
g

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

m
on

ito
rin

g 
sy

st
em

 C
ab

lin
g

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

m
on

ito
rin

g 
sy

st
em

 C
ab

lin
g

m
on

ito
rin

g 
op

er
at

io
n 

te
st

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

Co
m

m
un

ic
at

io
n 

Bo
ar

d
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

Co
m

m
un

ic
at

io
n 

Bo
ar

d
D

oc
um

en
ts

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

Co
m

m
un

ic
at

io
n 

Bo
ar

d
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
an

nu
al

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

Co
m

m
un

ic
at

io
n 

Bo
ar

d
el

ec
tr

ic
al

 p
ro

te
ct

io
n 

co
rr

ec
t o

pe
ra

tio
n

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

Co
m

m
un

ic
at

io
n 

Bo
ar

d
Ba

tt
er

y 
in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

Co
m

m
un

ic
at

io
n 

Bo
ar

d
Ch

ec
k 

ve
nt

ila
tio

n 
sy

st
em

 o
pe

ra
tio

n
an

nu
al

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

Co
m

m
un

ic
at

io
n 

Bo
ar

d
m

on
ito

rin
g 

op
er

at
io

n 
te

st
an

nu
al

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

Co
m

m
un

ic
at

io
n 

Bo
ar

d
Ch

ec
k 

ca
bl

es
 te

rm
in

al
s

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

Co
m

m
un

ic
at

io
n 

Bo
ar

d
Ge

ne
ra

l c
le

an
in

g
an

nu
al

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

Co
m

m
un

ic
at

io
n 

Bo
ar

d
Ve

nt
ila

tio
n 

cl
ea

ni
ng

an
nu

al
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

m
on

ito
rin

g 
sy

st
em

 s
of

tw
ar

e
m

ea
su

re
m

en
ts

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

m
on

ito
rin

g 
sy

st
em

 s
of

tw
ar

e
so

ftw
ar

e 
m

ai
nt

en
an

ce
m

on
th

ly
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

m
on

ito
rin

g 
sy

st
em

 s
of

tw
ar

e
m

on
ito

rin
g 

op
er

at
io

n 
te

st
an

nu
al

ne
ce

ss
ar

y

m
on

ito
rin

g 
sy

st
em

D
at

a 
lo

gg
er

in
te

gr
ity

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

D
at

a 
lo

gg
er

Ch
ec

k 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

m
on

ito
rin

g 
sy

st
em

D
at

a 
lo

gg
er

m
on

ito
rin

g 
op

er
at

io
n 

te
st

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 C
en

tr
al

Pa
ra

m
et

er
s 

ch
ec

k
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 C
en

tr
al

Ch
ec

k 
co

rr
ec

t o
pe

ra
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 C
en

tr
al

Ba
tt

er
y 

in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 C
en

tr
al

Ch
ec

k 
ve

nt
ila

tio
n 

sy
st

em
 o

pe
ra

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 C
en

tr
al

Ge
ne

ra
l c

le
an

in
g

an
nu

al
ne

ce
ss

ar
y

se
cu

rit
y 

sy
st

em
sy

st
em

 C
Ct

V
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

se
cu

rit
y 

sy
st

em
sy

st
em

 C
Ct

V
se

ns
or

s 
fu

nc
tio

na
l v

er
ifi

ca
tio

n
an

nu
al

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
sy

st
em

 C
Ct

V
Ca

m
er

as
 &

 s
en

so
rs

 c
le

an
in

g
an

nu
al

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
in

tr
us

io
n 

sy
st

em
s

in
te

gr
ity

 in
sp

ec
tio

n
an

nu
al

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
in

tr
us

io
n 

sy
st

em
s

se
ns

or
s 

fu
nc

tio
na

l v
er

ifi
ca

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
in

tr
us

io
n 

sy
st

em
s

Ca
m

er
as

 &
 s

en
so

rs
 c

le
an

in
g

an
nu

al
ne

ce
ss

ar
y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 C
ab

lin
g

Ca
bl

es
 v

is
ua

l i
ns

pe
ct

io
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 C
ab

lin
g

la
be

lli
ng

 a
nd

 id
en

tif
ic

at
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 B
oa

rd
in

te
gr

ity
 in

sp
ec

tio
n

an
nu

al
ne

ce
ss

ar
y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 B
oa

rd
D

oc
um

en
ts

 in
sp

ec
tio

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 B
oa

rd
Ca

bl
es

 v
is

ua
l i

ns
pe

ct
io

n
se

m
i-a

nn
ua

l
ne

ce
ss

ar
y



SolarPower Europe / o&m Best PRaCtiCes GuiDelines / 75

SU
B 

GR
O

U
P

EQ
U

IP
M

EN
T

SU
B 

U
N

IT
TA

SK
FR

EQ
UE

NC
Y

IM
PO

RT
AN

CE
O

&
M

 D
EC

IS
IO

N 
O

N
FR

EQ
UE

NC
Y 

(B
Y

TE
CH

NI
CA

L 
M

AN
AG

ER
)

W
1 

- W
52

 
(R

EP
O

RT
IN

G 
EV

ER
Y

W
EE

K 
O

F 
TH

E 
YE

AR
)

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 B
oa

rd
el

ec
tr

ic
al

 p
ro

te
ct

io
n 

co
rr

ec
t o

pe
ra

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 B
oa

rd
Ba

tt
er

y 
in

sp
ec

tio
n

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 B
oa

rd
m

on
ito

rin
g 

op
er

at
io

n 
te

st
an

nu
al

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 B
oa

rd
Ch

ec
k 

ca
bl

es
 te

rm
in

al
s

se
m

i-a
nn

ua
l

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 B
oa

rd
Ge

ne
ra

l c
le

an
in

g
an

nu
al

ne
ce

ss
ar

y

se
cu

rit
y 

sy
st

em
se

cu
rit

y 
sy

st
em

 B
oa

rd
Ve

nt
ila

tio
n 

cl
ea

ni
ng

an
nu

al
ne

ce
ss

ar
y

sp
ar

e 
pa

rt
s

in
ve

nt
or

y 
of

 s
to

ck
an

nu
al

ne
ce

ss
ar

y
e.

g.
 m

on
th

ly

sp
ar

e 
pa

rt
s

Vi
su

al
 in

sp
ec

tio
n 

of
 s

to
ck

 c
on

di
tio

ns
Q

ua
rt

er
ly

ne
ce

ss
ar

y

sp
ar

e 
pa

rt
s

st
oc

k 
re

pl
en

is
hm

en
t

o
ng

oi
ng

ne
ce

ss
ar

y

sp
ar

e 
pa

rt
s

Re
vi

ew
 fa

ilu
re

 ra
te

s 
an

d 
ad

ju
st

 s
to

ck
 k

ee
pi

ng
an

nu
al

ne
ce

ss
ar

y
e.

g.
 m

on
th

ly



SolarPower Europe
Rue d’arlon 69-71, 1040 Brussels, Belgium
t +32 2 709 55 20  /  F +32 2 725 32 50
info@solarpowereurope.org  /  www.solarpowereurope.org


